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1 Introduction

This chapter discusses links and still-existing gaps between modeling surface reaction rates on a fundamental, molecular-based approach on the one side and on a practical reaction engineering approach on the other.

The mechanisms of heterogeneously catalyzed gas-phase reactions can in principle be described by the sequence of elementary reaction steps of the cycle, including adsorption, surface diffusion, chemical transformations of adsorbed species, and desorption, and it is the basis for deriving the kinetics of the reaction. In the macroscopic regime, the rate of a catalytic reaction is modeled by fitting empirical equations, such as power laws, to experimental data to describe its dependence on concentration and pressure and to determine rate constants that depend exponentially on temperature. This approach was used in chemical engineering for reactor and process design for many years\(^1\).

Assumptions on reaction schemes (kinetic models) provide correlations between surface coverages of intermediates and the external variables. Improved kinetic models could be developed when atomic processes on surfaces and the identification and characterization of surface species became available. Here, the progress of a catalytic reaction is described by a microkinetics approach by modeling the macroscopic kinetics by means of correlations of the atomic processes with macroscopic parameters within the framework of a suitable continuum model\(^2,3\). Continuum variables for the partial surface coverages are, to a first approximation, correlated to external parameters (partial pressures and temperature) by the mean-field
approximation of a surface consisting of identical non-interacting adsorption sites. Because of this idealization of the catalytic process, the continuum model can describe the reaction kinetics only to a first approximation neglecting interactions between adsorbed species and non-identical adsorption sites. Apart from the heterogeneity of adsorption sites, the surfaces may exhibit structural transformations.

The Langmuir – Hinshelwood – Hougen –Watson (LHHW) model has been a popular simplified approach of the mean-field approximation for modeling technical catalytic reactors for many years. It is based on a continuum model, in which the surface of the catalyst is described as an array of equivalent sites which do interact neither before nor after chemisorption. Furthermore, the derivation of rate equations assumes that both reactants and products are equilibrated with surface species and that a rate-determining step can be identified. Surface coverages are correlated with partial pressures in the fluid phase by means of Langmuir adsorption isotherms. Despite these over-simplifications, the LHHW kinetics model has been used for reactor and process design in industry until today. The kinetic parameters which are determined by fitting the rate equations to experimental data, however, do not have physical meanings in general. Sometimes even less complicated simple power-law kinetics for straightforward reactions (e.g., A + B) are used.

On the most fundamental level, Density Functional Theory (DFT), Molecular Dynamics (MD), and Monte Carlo (MC) simulations are used to elucidate the molecular aspects of heterogeneous catalysis as discussed in the previous three Chapters. Table 1 lists methods for modeling the chemical reaction rate of heterogeneous catalytic reactions in a hierarchical order.
A major objective of current research in catalysis is the development of methods that allow the incorporation of the molecular understanding of catalysis into the modeling of technical reactors. In principle, ab-initio and DFT calculations can provide information that are fed into Monte Carlo (MC) simulations of catalytic processes on individual nanoparticles, which then can compute surface reaction rates as function of the local (fluid-phase) partial pressures, temperature and adsorbate structure. These rates have then still to be applied in models tractable for the simulation of technical systems. Hence, the gap still to be bridged in modeling technical systems is between MC simulations and reactor simulation. In the last two decades, the mean-field approximation (MF) has been used as work-around in order to overcome the much simpler Langmuir-Hinshelwood or even power-law approaches and to include some of the elementary aspects of catalysis into models suitable for numerical simulation of catalytic reactors.

This Chapter focuses on two major items: MC simulations as potential tool for the derivation of surface reaction rates and the MF approach as state-of-the-art modeling of reaction rates in technical systems. Eventually, a local chemical source term, $R_i^{\text{het}}$, is needed that provides the specific net rate of the production of species $i$ due to heterogeneous chemical reactions at a certain macroscopic position of a catalytic surface in the technical reactor. This source term as function of the local conditions can then be implemented into fluid dynamics and heat transport simulations of the technical system, which will be discussed in the next Chapters.

Since elementary-step reaction mechanisms were first introduced in modeling homogeneous reaction systems and since homogeneous reactions in the fluid phase do also play a significant role in many technical catalytic reactors, this chapter will start with a short introduction on the well-established approach of modeling the rates of chemical reactions in the gas phase.
2    Modeling the rates of chemical reactions in the gas phase

In many catalytic reactors, the reactions do not exclusively occur on the catalyst surface but also in the fluid flow. In some reactors, even the desired products are mainly produced in the gas phase, for instance in the oxidative dehydrogenation of paraffins to olefins over noble metals at short contact times and high temperatures \[^{[4-11]}\]. Such cases are dominated by the interaction between gas-phase and surface kinetics and transport. Therefore, reactor simulations often need to include an appropriate model for the homogeneous kinetics along with the heterogeneous reaction models. The species governing equations in fluid flow simulations usually contain a source term such as \( R_i^{\text{hom}} \) denoting the specific net rate of production of species \( i \) due to homogeneous chemical reactions. Considering a set of \( K_g \) chemical reactions among \( N_g \) species \( A_i \)

\[
\sum_{i=1}^{N_g} v'_{ik} A_i \rightarrow \sum_{i=1}^{N_g} v''_{ik} A_i , \tag{2.1}
\]

with \( v'_{ik} \), \( v''_{ik} \) being the stoichiometric coefficients, and an Arrhenius-like rate expression,

\[
AT^\beta \exp \left( - \frac{E_a}{RT} \right) ,
\]

this source term can be expressed by

\[
R_i^{\text{hom}} = M_i \sum_{k=1}^{K_g} (v''_{ik} - v'_{ik}) A_k T^\beta \exp \left[ - \frac{E_{a_k}}{RT} \right] \prod_{j=1}^{N_g} \left( \frac{Y_j \rho}{M_j} \right)^{a_{jk}} . \tag{2.2}
\]

Here, \( A_k \) is the pre-exponential factor, \( \beta_k \) is the temperature exponent, \( E_{a_k} \) is the activation energy, and \( a_{jk} \) is the order of reaction \( k \) related to the concentration of species \( j \). The advantage of the application of elementary reactions is that the reaction orders \( a_{jk} \) in Eq. (2.2) equal the stoichiometric coefficients \( v'_{jk} \).

Various sets of elementary reactions are available for modeling homogeneous gas phase reactions, for instance for total \[^{[12]}\] and partial oxidation, and pyrolysis\[^{[13, 14]}\] of hydrocarbons.
Table 2 lists a selection (far from being complete) of gas-phase reaction mechanisms, which may also be considered in the simulation of heterogeneous chemical systems.

Even though the implementation of Eq. (2.2) into CFD codes for the simulation of chemical reactors is straightforward, an additional highly nonlinear coupling is introduced into the governing equations leading to considerable computational efforts. The nonlinearity, the large number of chemical species, and the fact that chemical reactions exhibit a large range of time scales render the solution of those equation systems challenging. In particular for turbulent flows, but sometimes even for laminar flows, the solution of the system is too CPU time-consuming with current numerical algorithms and computer capacities. This calls for the application of reduction algorithms for large reaction mechanisms, for instance through the extraction of the intrinsic low dimensional manifolds of trajectories in chemical space [15]. Another approach is to use “as little chemistry as necessary”. In these so-called adaptive chemistry methods, the construction of the reaction mechanism only includes steps relevant for the application studied [16].

3 Computation of surface reaction rates on a molecular basis

In this section, we discuss the derivation of rates of heterogeneous reactions from a molecular point of view. Since the previous chapters have already discussed in detail DFT, MD, and kMC simulations, we focus on ways to make such molecular methods - in particular MC simulations - a useful tool for simulation of technical systems.

3.1 Kinetic Monte Carlo Simulations

From a macroscopic point of view, effects on overall reaction rates resulting from lateral interactions of the adsorbates are inherently difficult to treat. In the mean-field approximation,
as discussed below, they are either neglected or incorporated by mean rate coefficients. If the specific adsorbate-adsorbate interactions are understood quantitatively, then (kinetic) Monte Carlo ((k)MC) simulations can be carried out.

From a microscopic point of view, the coarse graining of rates for chemical reactions starting from elementary processes requires averaging over many reaction events. As rare events chemical reactions require a long simulation time, which limits the use of Molecular Dynamics (MD) simulations and requires methods like kinetic Monte Carlo simulations.

MC simulations today appear as the model of choice to bridge the gap between molecular modeling and reactor modeling. Therefore, this section is specifically devoted to MC simulations that try to more and more include effects of real catalytic particles such as the three-dimensional structure of the catalyst nanoparticles, support and spill-over effects. Since MC simulation is the specific topic of the previous chapter, only the principles need to be summarized at the beginning of this section.

In MC simulations for surface processes (Fig. 1), the evolution of the surface coverage configuration is calculated as a correct sequence in time. The foundation of this method is the master equation:

$$\frac{dP_\alpha}{dt} = \sum_\beta \left[ k_{\alpha\beta} P_\beta - k_{\beta\alpha} P_\alpha \right]. \tag{3.1}$$

This equation describes the evolution of the probability $P_\alpha$ for the system being in the surface configuration state $\alpha$. Here, $k_{\alpha\beta}$ defines the transition probability from state $\alpha$ to state $\beta$. The transition in the sense of surface simulation can for instance be a diffusion step or a reaction with rate $k_{\alpha\beta}$. Analytical solutions to the master equation can only be derived for simple cases. In general, a numerical solution is required. A MC simulation starts from a state
and repeatedly picks a random possible process and advances in time. Averaging over several trajectories leads to a numerical solution of the master equation.

The time step and process have to be chosen in accordance with the likelihood that state $\alpha$ is left and that a specific process has occurred. Two main algorithms have been developed, the variable step size method (VSSM) and the first reaction method (FRM). In the VSSM the time increment $\Delta t$ is derived from a uniform random number $r$ on (0,1] by

$$\Delta t = -\frac{\ln r}{\sum_{\rho} k_{\rho \alpha}}. \quad (3.2)$$

The process is picked independently from the time step at a likelihood $k / k_{\text{total}}$, where $k$ is the rate of the picked process and $k_{\text{total}}$ is the sum of all processes which can start from the current state. In the FRM for every possible process with rate $k$ starting from state $\alpha$, a time increment

$$\Delta t = -\frac{\ln r}{k} \quad (3.3)$$

is drawn and finally the process with the smallest $\Delta t$ is chosen as next step. A variant of the VSSM method is called random site method (RSM). For this a site, a process, and a time increment are picked independently. With a probability of $k / \max_{\rho} k_{\rho}$, the process is performed. VSSM is the most widely used method, also known as n-fold way or BKL method after Bortz, Kalos, and Libowitz \cite{17}. In general, the choice of algorithm depends on the specific problem. In some cases a combination of the variants leads to a good performance \cite{18}.

### 3.2 Extension of MC simulations to nanoparticles


The description of the surface configuration requires only a mapping from adsorption sites to species. The layout of the sites can be a lattice, like crystal surfaces, but also off-lattice. The widely used lattices originate from the periodic surfaces resulting in a low number of processes since they are independent of their global location.

But catalytic surfaces are certainly non-uniform; site heterogeneity exists because the surface of practical catalyst particles is characterized by terraces of different crystal structures, steps, edges, additives, impurities, and defects. Therefore, it is required to enable MC simulations for such systems in order to derive technical meaningful rates and give insight into geometric and communication effects.

Prior attempts have been made to perform MC simulations on nanoparticles. One approach is to regard a single lattice without periodic boundary conditions as particle and describe the facets as different regions\(^{19-21}\). Another simulation uses three-dimensional particles, which can vary their height to mimic shape transformation. These models use a single lattice with additional information about the particle height for each adsorption place\(^{22}\). Both models neglect the nature of different facets regarding their neighborhood, because they are limited to one lattice type and cannot represent the different neighborhoods of combinations like fcc(111) and fcc(100)-faces. A hybrid approach between a lattice and off-lattice method can overcome these limitations. The facets of the catalyst particle and the support are each described by a lattice, which are linked along their edges (Fig. 2). Since such models lead to a high number of different processes, it is favorable to have a general implementation, which is not restricted to a specific mechanism and allows different particle shapes.

For this, an abstract view on kinetic Monte Carlo simulations has been developed\(^{23}\): Surface processes which occur in catalytic processes as adsorption, desorption, diffusion, and reaction
can be seen as an exchange of patterns. One pattern is describing the positions of the reactants on the surface before the process – the reactant pattern - and another one the position of products after the process – the product pattern (Fig. 1a)).

Lateral interactions can be incorporated into this abstract view as well. From the modeling point of view one distinguishes between hard sphere and soft interactions. Hard sphere interactions are very strong lateral interactions, in which the adsorbed species behave as hard spheres and exclude neighboring places from being occupied. This can be incorporated into the reactant pattern (Fig. 1b)). Soft interactions are of lower energy and cannot be treated as hard sphere interactions. They occur as pairwise interactions but can also be of many species interactions, if detailed cluster expansions are used. One interaction describes how specific neighboring adsorbates influence the activation energy barrier. These interactions can be derived from lattice gas Hamiltonians for the initial state and the transition state. Interactions between the species, which the reactant pattern requires in order to be applied at a specific position, can be incorporated into the fixed activation energy barrier. Interactions between the optional neighboring species are kept in interaction energy tables. Therefore, the energy difference resulting from this place occupied by a specific species is tabulated. Before the process is applied the neighbor dependent interaction energy contributions are added to the fixed activation energy. This works only for pairwise interactions; many species interactions are treated separately.

The surface model assigns each place an occupation and allows the determination of neighboring places. In general, places are not regularly distributed and the surface has to be modeled as a graph, with places as nodes and edges to neighboring places. Places on crystal surfaces obey a translational symmetry, which can be used to systematically enumerate the unit cells and places in each cell. In single lattice codes, the surface can be represented by a
three-dimensional array of integers, i.e. two spatial dimensions and one dimension to account for different lattice places in each unit cell. The extension to structured surfaces uses the same model for each facet. Each place is then described by a lattice id, two spatial coordinates and a place id. Within each facet the neighboring places can be determined via the neighborhood of unit cells. Across the facets neighboring unit cells are connected by links (Fig. 2a)).

This surface model of connected lattices allows an extension of the concept of pattern exchanges to a nanoparticle surface model. A process description has a reactant pattern and a product pattern, which are specific parts of the surface model. Within each facet the processes are described as before (see Fig. 2b)). Processes spanning several facets exhibit more complex reactant and product pattern parts, since they include the links as subsets of the surface model, as well (Fig. 2c)).

Despite this complexity, all described MC algorithms stay applicable, because the following basic procedures are executable for complex processes: Check if a reactant pattern matches the occupation of the surface at a specific position, perform a process at a specific position, i.e. copying of the product pattern to the surface and calculation of the interaction energy.

Single lattice codes apply the pattern at a specific position of the lattice and iterate over the array in order to compare the pattern with the surface. Every pattern has an origin, for which a specific position of the lattice, the application point, indicates where the pattern is applied to the surface. For processes spanning different facets the complete reactant pattern has only one global origin and each pattern part has a local origin. The global application point defines the local application point of only one pattern part directly. The other local application points have to be determined via a depth search over the graph setup by the surface links (Fig. 3).
After the performance of a product pattern, the algorithm VSSM requires an update of the list of possible reactions. An update step has to match the reactant pattern at and around the application point. Since many processes are not even on the same facet or since the product pattern of the step before is contradictory to possible reactant patterns, a list of candidate reactions for each product pattern can be generated to limit the number of process candidates which have to be tested.

If duplicate facets occur within the model, which vary in their shape, but describe the same processes, further optimization is possible. Duplicate facets can be modeled by one single crystal lattice with unused places separating them from each other. This procedure saves the effort to describe the processes for each facet again. The gap of unused places between the mapped facets is determined by the maximal size of reactant pattern for these facets.

Since no complete set of rates is available for a supported nanoparticle, rates for the facets for single crystal surfaces have been taken from literature. The aim of these examples is not to show a well elaborated set of processes, but rather to show the capabilities and limits of the presented methods.

The shape of Pd-particles has been resolved with STM for some support materials\cite{24-26}, even though the (100)-facets have not been resolved in atomic resolution. Despite this, CO-oxidation on Pd-particles marks a well examined system. However, the form of the particles has not been determined under reaction conditions. Therefore, it is assumed in this example, that the form is in accordance to the STM measurements and keeps its shape under reaction conditions. It was transferred to a MC model of a single particle without a support description and to two supported particles (Fig. 4). The system has been described by a MC simulation before\cite{27}. A MC model for the processes on Pd(100)-crystal surfaces was derived from TPD
3.3 Reaction rates derived from MC simulations

As for single crystal surfaces, rate models for mean-field calculations can be derived from MC simulations. For a given set of gas phase concentrations and temperature, the surface reaction rate can be derived by averaging over a system in equilibrium or periodic fluctuations (Fig. 5) yielding coefficients for Equations 4.2\textsuperscript{[32, 33]}. The surface reaction rate can now be directly related to the local conditions in the technical system. Since nanoparticles in technical catalyst exhibit strong variations in size and shape, these variations have to be taken into account in the derivation of rates by kMC simulations leading to numerous simulations of individual particles. Knowing those distributions, averaged rates may be determined for a given distribution of nanostructures of the catalyst and external conditions. Today, this approach can only work for exemplarily cases.

Furthermore, since the implementation of MC simulations into reactor simulations are too computer-time consuming in general, a workaround has to be developed to use the results of MC simulations in CFD simulations of technical systems. Potential methods are the establishment of table-look-up strategies or the derivation of rate expressions from the reaction rates computed as function of gas-phase concentration and temperature by MC simulations. In both methods, the individual state of the catalyst still has to be incorporated, because the state depends on the history of the particle that means the transients of the reactor behavior and associated local conditions.

3.4 Particle – support interaction and spill-over
The catalyst particles cannot be considered as isolated particles. They in general communicate with their neighborhood not only via gas-phase processes (desorption, diffusion, and re-adsorption) but also by diffusive transport on the solid surface. The detailed description of support and nanocatalysts presented above leads, in contrast to single crystal surfaces, to heterogeneous surfaces. Therefore, insight into the influence of geometrical and communication effects on the rate as they occur in real catalyst systems can be gained. The analysis of a MC simulation identifies locations of reactions and diffusion intensities. This provides information on the communication effects between the facets as well as between the support and particle in the form of spill-over effects and reverse spill-over effects\cite{34}.

The expansion of the reverse spill-over effect, i.e. the capture zone of each particle, can be derived by a reverse MC analysis or a net diffusion analysis (Fig. 6). A reverse MC analysis rewinds a simulation run and results in the location, where a reactant has adsorbed depending on the particle, where it reactively desorbed. A strong overlapping of capture zone areas leads to a lowering of the reaction rate per particle (Fig. 7).

The net diffusion analysis sums up the diffusion directions for a specific species at each place. The resulting direction points to the particle where this location mainly “delivers” its adsorbates to. Mean-field models taking into account nanocatalysts densities on the support may incorporate the capture zone effect.

### 3.5 Potentials and limitations of MC simulations for derivation of overall reaction rates

The described kinetic Monte Carlo method with multiple lattices shows the feasibility of a detailed description of the surface and the communication with the support despite a large number of processes. The presented analysis in reversing the simulation and following the
diffusion path of each species results in a general usable analysis of communication and spill-over effects. The hybrid manner between on-lattice and off-lattice approaches provides the possibility to locally use an off-lattice description, which may be useful for clusters consisting of a small number of atoms and lacking any local periodicity.

Of course, the main problems of MC simulations still remain, i.e. the identification of a list with a complete set of processes as well as the presence of fast processes lowering the simulation advance in time. In contrast to crystal surfaces, an empirical derivation of process rates has a much higher effort since the experimental results are averaged over statistical distributions of particle size and shape. In the presented examples no rates for processes at edges were available and therefore only diffusion was considered. If reactions at edges are preferred, this will result in a significant error. Therefore, the presented example can only be considered as a starting point for an exact and geometrical complete model. A detailed analysis of the elementary processes and lateral interactions is still necessary.

In order to fully bridge the geometric gap between *ab-initio* crystal surface simulations and real catalytic surfaces, further development is needed. Several problems have to be solved, which is the connection to the support, the exact description of the impingement rate on and near particles, the account for surface oxidations, and the reshaping of particles during catalysis.

In the presented method, the connection to the support requires a commensurable lattice between support and particle, otherwise the model results in a rather large number of different processes across the links. The latter might be avoided by using an interatomic potential\[35\] for the interactions rather than discrete interactions as in LGH. Furthermore the support can
induce strain into the particle which destroys the local periodicity of the facet which is exploited in the given model\textsuperscript{[36]}.

Reshaping of supported nanoparticles has been observed for systems like Rh\textsuperscript{[37]} and Cu\textsuperscript{[38]} and opposes towards MC a similar problem as surface oxidations. Simulation of these processes can be made available by stacking several two dimensional lattices, linking three dimensional lattices or switching to a completely three dimensional particle model.

So far the impingement rate for adsorption from kinetic gas theory used in MC simulations is based on the assumption of a free half space above the surface. This assumption is not given for facets and supports, because the reflection-adsorption-ratio and desorption from other surface parts have to be accounted for and are coverage dependent. A possible way to further investigate this is the coupling of the described MC Simulation to molecular dynamics simulations\textsuperscript{[39]}.

As mentioned above, the direct coupling of MC simulations with continuum mechanics simulation is in general not tractable due to computational efforts, at least for most of the technically relevant systems. However, there are a few valuable exceptions. In catalytic combustion, Kissel-Osterrieder et al.\textsuperscript{[40]} coupled a real time-dependent MC simulation with the surrounding stagnation-point flow field to study the ignition of CO oxidation on Pt and compared with simulations using the mean-field approximation. The same flow configuration was recently used by Matera and Reuter\textsuperscript{[41]} similar system to study transport limitations and bistability of CO oxidation at RuO$_2$(110) single crystal surface. They revealed that the coupling of gas-phase transport and surface kinetics leads to an additional complexity, which needs to be accounted for in the interpretation of dedicated in-situ experiments. Hence, the coupling of MC and CFD seems to be of great interest for an atomic-scale understanding of
the function of heterogeneous catalysts used in surface science experiments at technologically relevant gas-phase conditions. While surface science was used to operate the lab reactors at conditions (low pressure, controlled temperature) where mass and heat transfer do not matter, the efforts for bridging the pressure gap calls for more sophisticated computational tools for the interpretation of the measured data.

It is worth to mention that Kolobov et al. [42] recently coupled atomistic and continuum models for multi-scale simulations of gas flows by combinations of MC and CFD as well as by combinations of direct Boltzmann solvers with kinetic CFD schemes; the codes were applied to study catalytic growth of vertically aligned carbon nanotubes.

4 Models applicable for numerical simulation of technical catalytic reactors

Since the rate of catalytic reactions is very specific to the catalyst formulation, global rate expressions have been used for many years [1, 43, 44]. The reaction rate has often been based on catalyst mass, catalyst volume, reactor volume, or catalyst external surface area. The implementation of this macrokinetics approach is straightforward; the reaction rate can easily be expressed by any arbitrary function of gas-phase concentrations and temperature at the catalysts surface calculated at any computational cell containing either catalytically active particles or walls. It is evident that this approach cannot account for the complex variety of phenomena of catalysis and that the rate parameters must be evaluated experimentally for each new catalyst and various external conditions.

The direct computation of surface reaction rates from the molecular situation as discussed above and, in more detail, throughout Chapters 1, 2, and 3 of this book, leads more and more to a comprehensive description, at least for idealized systems. However, DFT, MD, and MC simulations cannot be implemented in complex flow field simulations of technical relevant
systems due to missing algorithms and, more importantly, due to the immense amount of computational time needed. Treating the catalytic system as a black box is not the alternative, the knowledge gained from experimental and theoretical surface science studies should be implemented in the chemical models used in the reaction engineering simulation. A tractable approach was proposed for the treatment of surface chemistry in reactive flows in the early 1990ies\cite{45-47}, when the rate equations known from modeling homogeneous reactions systems were adapted to model heterogeneous reactions. This approach was then first computationally realized in the SURFACE CHEMKIN\cite{48} module of the CHEMKIN\cite{49, 50} software package; later other packages such as CANTERA\cite{51} and DETCHEM\cite{52} as well as many of the commercially available multi-purpose CFD codes adopted this methodology or directly implemented those modules. In the remainder of this section, this concept currently being state of the art in modeling of catalytic reactors will be discussed.

4.1 Mean field approximation and reaction kinetics

The mean field approximation is related to the size of the computational cell in the flow field simulation, assuming that the local state of the active surface can be represented by mean values for this cell. Hence, this model assumes randomly distributed adsorbates on the surface, which is viewed as being uniform (Fig. 9). The state of the catalytic surface is described by the temperature $T$ and a set of surface coverages $\theta_i$, that is the fraction of the surface covered with surface species $i$. The surface temperature and the coverage depend on time and the macroscopic position in the reactor, but are averaged over microscopic local fluctuations. Under those assumptions a chemical reaction can be defined in analogy to Eq. (2.1) by

\[
\sum_{j=1}^{N_0+N_e+N_b} v'_{i j} A_i \rightarrow \sum_{j=1}^{N_0+N_e+N_b} v''_{i j} A_j
\]  (4.1)
The difference is that now the $A_i$ denote not only gas-phase species (e.g., $H_2$) but also surface species (e.g., $H(s)$) and bulk species (e.g., $H(b)$). The $N_s$ surface species are those that are adsorbed on the top mono-atomic layer of the catalytic particle while the $N_b$ bulk species are those found in the inner solid catalyst.

Steric effects of adsorbed species and various configurations, e.g., the type of the chemical bonds between adsorbate and solid, can be taken into account using the following concept: The surface structure is associated with a surface site density $\Gamma$ which describes the maximum number of species that can adsorb on a unit surface area, given, e.g., in mol m$^{-2}$. Then each surface species is associated with a coordination number $\sigma_i$ describing the number of surface sites which are covered by this species. Under the assumptions made, a multi-step (quasi-elementary) reaction mechanism can be set up. The local chemical source term, $R_i^{\text{het}}$, needed in the CFD simulation of the technical reactor is then derived from the molar net production rate $\dot{s}_i$ by

$$R_i^{\text{het}} = \dot{s}_i M_i = M \sum_{k=1}^{K_s} v_{ik} k_{i_k} \prod_{j=1}^{N_g + N_s + N_b} c_j^{\nu_j}$$  \hspace{1cm} (4.2)

Here, $K_s$ is the number of surface reactions, $c_i$ are the species concentrations, which are given, e.g., in mol m$^{-2}$ for the $N_s$ adsorbed species and in, e.g., mol m$^{-3}$ for the $N_g$ and $N_b$ gaseous and bulk species. According to Eq. (4.2) and the relation $\Theta_i = c_i \sigma_i \Gamma^{-1}$, the variations of surface coverages follow

$$\frac{\partial \Theta_i}{\partial t} = \frac{\dot{s}_i \sigma_i}{\Gamma}.$$  \hspace{1cm} (4.3)

Since the reactor temperature and concentrations of gaseous species depend on the local position in the reactor, the set of surface coverages also varies with position. However, no lateral interaction of the surface species between different locations on the catalytic surface is
modeled. This assumption is justified by the fact that the computational cells in reactor simulations are usually much larger than the range of lateral interactions of the surface processes. In each of these cells, the state of the surface is characterized by mean values (mean-field approximation). The set of differential equations (4.3) has to be solved simultaneously with flow field equations for every computational cell containing catalytic material. At steady state, the left sides of Eqs. (4.3) become zero, and a set of algebraic equations has to be solved. The time scales to reach the steady state of Eqs. (4.3) are commonly much shorter than the time scales of significant variations of species concentrations and temperature in the fluid. Therefore, a quasi-steady state assumption with vanishing left sides of Eqs. (4.3) is frequently justified even for transient reactor operation. For fast transients, usually on the order of $<10^{-4}s$, this assumption breaks down and the straight implementation of this procedure into CFD simulations becomes more sophisticated\textsuperscript{[53, 54]}.

The binding states of adsorption of all species vary with the surface coverage. This additional coverage dependence is modeled in the expression for the rate coefficient $k_{t_i}$ in Eq. (4.2) by two additional parameters, $\mu_i$ and $\epsilon_i$\textsuperscript{[47, 48, 55]}:

$$k_{t_i} = A_i T^{\beta_i} \exp \left[ -\frac{E_{a,i}}{RT} \right] \prod_{j=1}^{N} \Theta_i^{\mu_{ji}} \exp \left[ \frac{\epsilon_{i,j}}{RT} \right]. \quad (4.4)$$

For adsorption reactions sticking coefficients are commonly used, which can be converted to conventional rate coefficients\textsuperscript{[47]} by

$$k_{i}^{\text{adh}} = \frac{S_i^0}{\Gamma^\prime} \sqrt{\frac{RT}{2\pi M_i}}, \quad \text{where } \tau = \sum_{j=1}^{N} v_{ji}^\prime. \quad (4.5)$$

$S_i^0$ is the initial (uncovered surface) sticking coefficient. At high sticking coefficients a correction needs to be applied\textsuperscript{[47]}. 

20
4.2 Thermodynamic consistency

A crucial issue with many of the mechanisms published is thermodynamic consistency. Even though most of the mechanisms lead to consistent enthalpy diagrams, many are not consistent regarding the entropy change in the overall reaction due to missing knowledge on the transition states of the individual reactions and therefore on the pre-exponentials in the rate equations. Lately, optimization procedures enforcing overall thermodynamic consistency have been applied to overcome this problem \[56, 57\]; here we present one\[57\] of these approaches.

The equilibrium of a reversible chemical reaction,

\[
\sum_i v'_{ik} A_i \xleftrightarrow{k_{ik}} \sum_i v''_{ik} A_i ,
\]

is completely defined by the thermodynamic properties of the participating species. Expressed in terms of the equilibrium constant, \(K_{pk}\), the equilibrium activities, \(a_i^{eq}\), obey the equation

\[
K_{pk} = \prod_i \left(a_i^{eq}ight)^{v'_{ik}} = \exp\left(-\frac{\Delta G^0}{RT}\right) .
\]

The change of free enthalpy at normal pressure \(p^0\) is

\[
\Delta G^0 = \sum_i v_{ik} G_i^0(T) .
\]

In case of gases, the activities can be approximated by their partial pressures \(a_i = p_i / p^0\), and in case of surface species by their coverages \(a_i = \Theta_i\). When the dependence of the heat capacities on temperature is given by a forth-order polynomial\[45\] and standard enthalpies and entropies of formation, then the standard free enthalpies can be expressed in terms of seven coefficients, \(a_{0,i}, \ldots, a_{6,i}\):

\[
G_i^0(T) = a_{0,i} + a_{1,i}T + a_{2,i}T^2 + a_{3,i}T^3 + a_{4,i}T^4 + a_{5,i}T^5 + a_{6,i}T \ln T .
\]
In order to predict the correct equilibrium, the rate coefficients for the forward and the reverse reaction must obey the equation

$$\frac{k_{i}}{k_{r}} = K_{p} \cdot \prod_{i} (c_{i})^{\nu_{ik}} .$$  \hspace{1cm} (4.10)

The $c_{i}^{0}$ are reference concentrations at normal pressure, i.e. $c_{i}^{0} = p_{i}^{0}/RT$ for gas-phase species and $c_{i}^{0} = \Gamma / \sigma_{i}$ for surface species.

However, one problem in setting up a reaction mechanism is the difficulty to define the thermodynamic data for intermediate surface species. Therefore, Eq. (4.10) cannot be used to calculate the rate coefficient of the reverse reaction. The forward and the reverse reaction are then defined separately with their own rate laws. Nevertheless, these rates cannot be chosen independently.

Therefore, the following method is proposed\textsuperscript{[57]}: Assume an initial guess for a surface reaction mechanism. The rate coefficients for forward and reverse reactions may have been adjusted separately. Suppose that the thermodynamic data for species 1...$N_{u}$ are unknown. For each pair of reversible reactions we can calculate an equilibrium constant using Eq. (4.10) and, according to Eq. (4.7), its logarithm yields the change of free enthalpy. (Note: coverage dependent activation energies are not considered at this stage.) Separation of the known and the unknown variables in Eq. (4.8) leads to

$$\Delta_{k} G^{0} = \sum_{i=1}^{N_{s}} V_{ik} \tilde{G}_{i}^{0}(T) + \sum_{i=N_{s}+1}^{N} V_{ik} \tilde{G}_{i}^{0}(T),$$  \hspace{1cm} (4.11)

that is a linear equation system for the unknown free enthalpies $\tilde{G}_{i}^{0}$. Since most species are involved in more than one reaction, this system is usually over-determined. Inserting Eq. (4.9)
for several temperatures, $T_j$ gives a system of linear equations in the unknown coefficients $	ilde{a}_{ij}$:

$$
\sum_{i=1}^{N} \sum_{l=0}^{6} v_{il} t_{lj} \tilde{a}_{ij} = g_{ij} \quad \text{for all } k \text{ and } j, \quad (4.12)
$$

where the following abbreviation have been used

$$
g_{ij} = \Delta_s G^0(T_j) - \sum_{i=N_e+1}^{N} v_{ik} G^0(T_j) \quad \text{and} \quad (4.13)
$$

$$
t_{lj} = \begin{cases} 
T_j & \text{if } l < 6 \\
T_j \ln T_j & \text{if } l = 6
\end{cases} \quad (4.14)
$$

An “optimal” set of parameters $\tilde{a}_{ij}$ is determined by a weighted least-square approximation.

The weights can be chosen individually for each pair of reactions according to a sensitivity analysis of the reaction mechanism. This guarantees that the equilibrium of crucial reaction steps will be shifted less than others after adjustment.

The newly adjusted thermodynamic coefficients are then used to calculate the change of free enthalpy for each reaction (4.11), the equilibrium constant (4.7), and the rate coefficient of the reverse reaction (4.10). In case the reverse reaction shall be expressed in terms of Arrhenius coefficients, another least square approximation using the rate constants at the discrete temperatures, $T_j$, is performed.

Since writing of surface reaction mechanisms as pairs of irreversible reactions is often more convenient, this procedure has to be repeated during mechanism development after modification of rate coefficients belonging to any of these pairs. Figure 9 illustrates the algorithm. The difference between this method and the scheme proposed by Mhadeshwar et al.[56] is the fact that in the procedure described there is no need to select a linearly
independent set of reactions. Instead of distinguishing reactions between linear base and linear combinations, all reactions are treated equally by solving the same linear problem using a least-square fit.

Exemplarily, Table 2 lists a surface reaction mechanism for steam-reforming over Ni-based catalysts, which has been adjusted to be thermodynamically consistent according to this procedure. The mechanism has successfully been used to model steam reforming of methane over Ni/Al₂O₃ catalysts⁵⁷ and thermo-catalytic conversion of partially pre-reformed methane in solid-oxide fuel cells (SOFC)⁵⁸,⁵⁹.

4.3 Practicable method for development of multi-step surface reaction mechanisms

The development of a reliable surface reaction mechanism is a complex process following the scheme given in Fig. 10. A tentative reaction mechanism can be proposed based on experimental surface science studies, on analogy to gas-phase kinetics and organo-metallic compounds, and on theoretical studies, increasingly including DFT calculations ⁶⁰,⁶¹, and in the future also MD and MC simulations as discussed above⁶²,⁶⁴. This mechanism should include all possible paths for the formation of the chemical species under consideration in order to be “elementary-like” and thus applicable over a wide range of conditions. The mechanism idea then needs to be evaluated by numerous experimentally derived data, which are compared with theoretical predictions based on the mechanism. Here, the simulations of the laboratory reactors require appropriate models for all significant processes in order to evaluate the intrinsic kinetics.

A key step in improving detailed reaction mechanisms is the application of sensitivity analyses, which leads to the crucial steps in the mechanism for which refined kinetic
experiments and data may be needed.\textsuperscript{[62]} This technique has been applied in understanding homogeneous combustion processes for decades\textsuperscript{[12]}. A similar approach called degree of rate control has been introduced by Campbell et al.\textsuperscript{[63]} Sensitivity analysis allows for an identification of the individual reaction steps that are most influential to the system. Several methods can be used in order to calculate the sensitivity of the solution, i.e., the time behavior of the different species profiles with respect to the rate coefficients. The most straightforward way is to simply run a calculation and then rerun it after changing the parameters successively. Although being very simple, this approach has the disadvantage of requiring a large amount of computational power for the $n_p$ parameters for which sensitivities have to be calculated. Furthermore, here the errors result from the fact that the parameters have to be changed by a finite amount, which is sufficiently large to observe an effect on the overall solution, which is not superimposed by discretization errors.

A more elegant way is the direct solution of the sensitivity equations together with the solution of the system equations\textsuperscript{[64]}. In order to derive the governing equations for the sensitivity coefficients, we consider the differential-algebraic equation systems describing the chemical reactor under consideration:

$$
\frac{\partial \vec{y}}{\partial t} = \vec{F}(\vec{y}, t; \vec{p}), \quad (4.15)
$$

where $\vec{y}$ is the n-dimensional vector of the dependent variables (species partial pressures, temperature, coverages, ...) and $\vec{p}$ the vector of the $n_p$ system variables (rate parameters, transport coefficients, ...); $\vec{F}$ is the vector function of these variables. The sensitivity coefficients are defined as

$$
s_y = \frac{\partial y_j}{\partial p_j}. \quad (4.16)
$$

Partial differentiation of Eq. (4.15) with respect to the $n_p$ parameters $p_j$ leads to
\[
\mathbf{B} \frac{\partial \mathbf{S}(t)}{\partial t} = \mathbf{F}_y \mathbf{S}(t) + \mathbf{F}_p(t),
\]

(4.17)

where \( \mathbf{S} \) is the matrix of the time-dependent sensitivity coefficients, \( \mathbf{F}_y \) is the Jacobian, \( \partial F_i/\partial y_j \), and \( \mathbf{F}_p \) is the matrix of the derivation of \( \mathbf{F} \) with respect to the system parameters \( \hat{\mathbf{p}} \), i.e., \( \partial F_i/\partial \mathbf{p}_j \). In case of rate coefficients \( k_j \) as system parameters, we get

\[
s_{ij} = \frac{\partial y_i}{\partial \ln k_j}.
\]

(4.18)

Consequently, the macroscopic variable \( y_i \) will be changed by 1% times \( s_{ij} \) for a change of \( k_j \) by 1%.\(^{[64]}\).

Exemplarily, Fig. 11 shows the normalized sensitivity coefficients concerning the sensitivity of the vacancies (uncovered adsorption sites) on rate coefficients of surface reactions immediately before catalytic ignition of methane oxidation in a stagnation-point flow onto a platinum foil\(^{[53]}\). The decisive parameters for ignition are the rates of adsorption and desorption of oxygen on the surface, i.e., the adsorption-desorption equilibrium of oxygen on Pt, which becomes clear studying the surface coverages as shown in Figure 12. Oxygen coverage inhibits methane adsorption before ignition.

The application of sensitivity analysis is also a powerful tool in identifying the rate limiting steps in a detailed chemical reaction mechanism, which then can be used to set up even simpler rate expressions such as used in the LHHW model.

The coupling of several complex models introduces a large number of parameters into the simulations. For instance, detailed reaction schemes may have hundreds of kinetic parameters, each value associated with a certain inaccuracy. Hence, agreement between predicted and
experimentally observed overall conversion and selectivity alone is not sufficient to evaluate individual sub models. Consequently, once established mechanisms require continuous evaluation. Eventually, reaction mechanisms are rather falsified by applying them; they can never be verified! One can never be sure not to have missed certain reaction pathways. Hence, the practical development and testing shall include large sets of experimental data at a wide variety of external conditions (temperature, chemical composition, contact time). The use of experimental data for the same chemical system but in different flow configurations limits the risk of having transport effects, primarily internal diffusion, included in the intrinsic kinetics. The use of experimental data of different groups helps in a similar way.

Recently, a new platform – available on the web under www.detchem.com – has been established to assist in development of surface reaction mechanisms. On this platform, experimental data and the corresponding computational tools (flow models) for their numerical simulation are given. The user can choose a set of real and numerical experiments for a certain chemical system, e.g. NO oxidation over Pt, and a corresponding reaction mechanism, which can be modified, and let the underlying computers do the simulation. As results comparison of experimental and numerical predicted conversion, selectivities, profiles or any other relevant variables are presented. Using this computational tool, one can easily test a new or modified kinetic scheme versus a large set of experimental data points. This procedure will not only boost the development of reaction mechanisms but also help to indentify experimental situations (conditions, support effects, false measurements) that need further considerations.

Time and locally resolved profiles provide a more stringent test for model evaluation. Useful data arise from spatial and temporal species profiles by in situ, non-invasive methods such as Raman and laser induced fluorescence (LIF) spectroscopy. For instance, an optically
accessible catalytic channel reactor can be used to evaluate models for heterogeneous and homogeneous chemistry as well as transport by the simultaneous detection of stable species by Raman measurements and OH radicals by Planar laser-induced fluorescence (PLIF) \cite{65, 66}. For instance, the reliability of different heterogeneous and homogeneous reaction schemes proposed in literature was investigated by comparison of the experimentally derived ignition distances with numerical elliptic two-dimensional simulations of the flow field using combinations of a variety of schemes \cite{67-70}. While some models perform well, others lead to quite inaccurate predictions. Model evaluation is discussed in more detail in Chapter 6 of this book.

Since the early nineties, many groups have developed surface reaction mechanisms following the mean-field approximation. Oxidation reactions over noble metals in particular have been modeled extensively such as of hydrogen \cite{46, 71-76}, CO \cite{77-79}, and methane \cite{53, 80-84} and ethane \cite{7, 11, 85, 86} over Pt, formation of synthesis gas over Rh \cite{84, 87}. Lately, mechanisms have been established for more complex reaction systems, for instance, three-way catalysts \cite{88} or Chemical Vapor Deposition (CVD) reactors for the formation of diamond \cite{89, 90}, silica \cite{91}, and nanotubes \cite{92}. Table 4 lists a selection of heterogeneous reaction mechanisms following the concept of the mean-field approximation; the list is far from being complete.

4.4 Potentials and limitations of the mean-field approximation

Catalytic surfaces are certainly non-uniform; site heterogeneity exists because the surface of practical catalyst particles is characterized by terraces of different crystal structures, steps, edges, additives, impurities, and defects. In the mean-field approximation, the site heterogeneity is averaged out by mean rate coefficients. If the distribution of the different types of adsorption sites and the reaction kinetics on those sites are known, this concept can easily be used to set up a reaction mechanism, which consists of several sub-mechanisms for
the different surface structures [48]. This concept was applied in the framework of a two-adsorption site model for the simulation of CO combustion on polycrystalline Pt [93]. The site heterogeneity can be described by the probability that an arbitrary site is characterized by the associated reaction kinetics. In the models discussed so far, this probability function is a sum over a finite number of surface structures; however, continuous functions are used in literature, as well [2]. Here, the problem is the limited knowledge of the distribution of the different types of surface patches and the kinetics on these patches, again.

Effects resulting from lateral interactions of the adsorbates are inherently more difficult to treat. In the mean-field approximation they are either neglected or incorporated by mean rate coefficients. If the specific adsorbate-adsorbate interactions are understood quantitatively, a Monte Carlo (MC) simulation of the surface chemistry can be carried out as discussed above.

The amount of catalyst in a technical system is generally determined rather by the active catalytic surface area than the total amount of catalysts used, that means the dispersion of the catalyst matters. The active catalytic surface area can be experimentally determined by chemisorption studies using CO or H2. Since the molar surface reaction rate, Eq. 4.2, is given per catalyst surface area \((\text{mol} (\text{m}^2 \text{s})^{-1})\), the active catalytic surface area serves as scaling parameter to compute the chemical source term due to heterogeneous reactions per volumetric or surface element of the reactor. Recently, it was shown that the active catalytic surface area can also be used to describe the change of reaction rates with varying catalyst loading as well as due to hydrothermal ageing [94, 95].

Another crucial issue of MF kinetics is the origin of the kinetic data, in particular the activation energies. Since data from DFT simulation become more and more available and the commercial codes are easy to use even for non-experts, DFT derived data have found their
way into reaction engineering modeling. Two concerns have to be mentioned. First, not all DFT data published are trust-worthy; the assumptions used in the simulation, such as size of the unit cell, effect of co-adsorbates, or choice of the functional, are often not justified. Furthermore, the uncertainties of the data computed may be too large for a meaningful implementation into a complex reaction mechanism. The second point here lies in the intrinsic assumptions of the mean-field approximation, which is that the individual morphology and size of the catalyst particle is not taken into account. In particular, the individual kinetics of the general crystal phase is usually not considered, even though it is principally possible. As discussed above and in previous chapters, the molecular processes are rather too complex for an adequate description within the concept of the mean-field approximation. If only one single crystal phase or a certain defect structure determines the overall reaction rate of the catalyst particle, then DFT simulations of these phases and structures may be implemented directly into a mean-field model but often this is not the case. Reuter et al. recently studied this phenomenon in detail high-lightening the problems that arise when MF simulations are based on first-principal computations only. The averaging over individual microscopic events implies that – in general – the direct use of DFT data in MF simulations is at least questionable. We often found that MF based mechanisms are more reliable when rather based on semi-empirical methods such as UBI-QEP than on pure DFT data. The right way seems to be to use DFT data in MC simulations and feed the MC computed rates into a kind of rate expression instead of using DFT directly in MF. Unfortunately, the approach from DFT to MC to MF is quite tricky. Therefore, the model of choice in reaction engineering simulations is likely going to remain the MF approach combining knowledge gained from surface science and experiments at technical relevant conditions in a pragmatic way. This approach, which definitely has its deficiencies, has also shown some robustness and reliability and has quite often proven to not only help to understand the complex interactions of heterogeneous
chemical kinetics with mass and heat transport in laboratory reactors but also to support design and optimization of technical catalytic reactors.

5 Simplifying complex kinetic schemes

Even though the previous section discusses a variety of simplifications used in the established reaction mechanisms, these kinetic schemes are sometimes still too complex for direct use in CFD simulations. They introduce an additional highly nonlinear coupling into the governing equations of CFD simulations, which leads to considerable computational efforts, in particular when used in simulations of turbulent flows (e.g., in flow reactors) and in simulations with continuously varying inlet and boundary conditions (e.g., in automobile catalytic converters). The nonlinearity, the large number of chemical species in different phases, and the fact that surface reactions in particular exhibit a large range of time scales make the solution of those equation systems challenging. In particular for transient simulations such as simulations of the behavior of catalytic converters during entire driving cycles\textsuperscript{[98]}, the solution of the system is too CPU time-consuming with current numerical algorithms and computer capacities.

Therefore, many groups use global reaction schemes with kinetic data derived from experimental data such as conversion and selectivity as function of temperature through a pure fitting process using well-established optimization procedures\textsuperscript{[99]}. Due to the complexity in the chemical processes many additional parameters, e.g., through so-called inhibition terms, have to be introduced to let the model match a large set of experimental data\textsuperscript{[94, 100]}. Sometimes the number of parameters needed to describe all effects in such global reaction schemes can even exceed the number of parameters used in molecular based multi-step reaction mechanisms (MF approximation).
Consequently, the increase in computing time with an increasing number of species and reactions implemented in the CFD simulation calls for the application of reduction algorithms for large reaction mechanisms. One approach is the extraction of the intrinsic low dimensional manifolds of trajectories in chemical space \cite{15}, once developed for homogeneous reaction mechanisms but meanwhile also applied for heterogeneous reactions \cite{101}.

Votsmeier et al. recently developed several alternative strategies to use data-based models in the form of splines, neural networks, and look-up tables in CFD simulations of complex technical reactors\cite{102, 103}. They demonstrated for instance that pre-computed rate data can be used to enable the numerically efficient implementation of mechanistic kinetics in a reactor model for an automotive ammonia slip catalyst\cite{103}. The source terms of the gas species are mapped (80,000 data points) as a function of gas composition and temperature to construct a spline interpolation function resulting in a speedup of about two orders of magnitude at an error of less than 1\%\cite{103}.

6 Summary and outlook

Today, most of the models for the description of the heterogeneous reaction rates used in reaction engineering computations are based on the mean field approximation, in which the local state of the surface is described by its coverage with adsorbed species averaged on a microscopic scale. The averaging procedure questions the direct use of kinetic data derived from molecular-based surface science experiments and simulations such as density functional theory (DFT). In general, an intermediate step needs to be introduced. The most promising flow of information in this case is from DFT to MC to MF: DFT derived activation energies for reactions and diffusion processes on nanoparticle catalysts are used in Monte Carlo (MC) simulations, which directly provide the local heterogeneous reaction rates as function of gas-phase concentrations, temperature, and state of the catalyst particle (coverage, oxidation state,
size, morphology). These reaction rates can then be implemented into MF models. MD simulations may complete this pathway, coming in between DFT and MC. Although, tremendous progress has recently been made in the efficient and reliable provision of DFT data and their use in MC simulations as well as the implementation of “real catalyst” effects such as spill-over and catalyst-support interaction into the MC techniques, this approach can currently be used for simple and exemplarily cases only. The computational efforts are simply too large.

On the other side, global reaction kinetics with dozens of fitted parameters with little or even “black box” models without any mechanistic insight are still in use in scale-up and design of technical catalytic reactors. Hence, one of the challenges in modeling heterogeneous reaction rates still remaining is the transfer of the knowledge gained in experimental and theoretical surface science into models tractable for numerical simulation of technical catalytic reactors. There is still a large gap to be bridged. Currently the only way seems to be the rather tedious one, collecting all the information from surface science into the mechanistic models that need to be evaluated by experimental studies under technical conditions to come up with (intrinsic) kinetic rate expressions usable in CFD simulations. Alternatively, sophisticated (e.g., neuronal networks) generic, data based models treating the reactor as black box but covering all potential ranges of reactor operation can be applied. However, those models will not allow the exploration of the full optimization potential of the reactor, in particular concerning the optimized interplay between chemical reactions in different phases and mass and heat transfer.

Some of the present major challenges in modeling heterogeneous reactions in technical systems are: catalyst support interactions, spill-over, multi-functional catalysts, operando modifications of the catalyst (oxidation/reduction cycles, storage/regeneration, partial melting
etc.), non-thermally equilibrated nanoparticles, structure sensitivity, aging (agglomeration, coking, oxidation), and implementation of detailed kinetics models into numerical simulation of catalytic reactors, as discussed in the last chapters of the book.
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**TABLE CAPTIONS**

Table 1: Approaches for modeling rates of heterogeneous catalytic reactions.

Table 2: Selection of homogeneous reaction mechanisms relevant for modeling catalytic reactors.

Table 3: Thermodynamically consistent surface reaction mechanism for steam-reforming of methane over nickel-based catalysts\(^{[57]}\); parameter definition according to Eq. (4.4).

Table 4: Selection of heterogeneous reaction mechanisms using the mean-field approach.
Table 1:

<table>
<thead>
<tr>
<th>Method of modeling</th>
<th>Simplification</th>
<th>Application</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ab-initio calculation</td>
<td>Most fundamental approach</td>
<td>Simple chemical systems</td>
</tr>
<tr>
<td>Density functional theory (DFT)</td>
<td>Replacement of the N-electron wave function by the electron density</td>
<td>Dynamics of reactions, activation barriers, adsorbed structures, frequencies</td>
</tr>
<tr>
<td>(Kinetic) Monte Carlo</td>
<td>Details of dynamics neglected</td>
<td>Adsorbate - adsorbate interactions on catalytic surfaces and nanoparticles</td>
</tr>
<tr>
<td>Mean-field approximation (MF)</td>
<td>Details on adsorbate structure neglected</td>
<td>Microkinetic modeling of catalytic reactions in technical systems</td>
</tr>
<tr>
<td>Langmuir-Hinshelwood-Hougen-Watson (LHHW)</td>
<td>Rate-determining step needed</td>
<td>Modeling of catalytic reactions in technical systems</td>
</tr>
<tr>
<td>Power-law kinetics</td>
<td>All mechanistic aspects neglected</td>
<td>Scale-up and reactor design for &quot;black-box&quot; systems</td>
</tr>
</tbody>
</table>
Table 2:

<table>
<thead>
<tr>
<th>Model</th>
<th>Number of species/ir-reversible reactions</th>
<th>Mechanism type / species considered</th>
<th>Range of conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Warnatz 1981</td>
<td>26/189</td>
<td>C1-C2</td>
<td>methane and natural gas combustion</td>
</tr>
<tr>
<td>Miller/Bowman 1989</td>
<td>.../141</td>
<td>C1-C4</td>
<td>methane and natural gas combustion</td>
</tr>
<tr>
<td>GRI 1.2 (Frenklach)</td>
<td>25/168</td>
<td>C1-C2</td>
<td>natural gas flames and ignition, flame propagation</td>
</tr>
<tr>
<td>GRI 3.0 (Smith/Golden/Frenklach) 1999</td>
<td>53/325</td>
<td>C1-C3</td>
<td>1000–2500 K, 1.0–1000 kPa, equivalence ratios: Φ = 0.1–5 for premixed systems</td>
</tr>
<tr>
<td>Qin 2000</td>
<td>.../258</td>
<td>C1-C3</td>
<td>propane flame speed and ignition</td>
</tr>
<tr>
<td>Konnov 2000</td>
<td>127/1200</td>
<td>C1-C3, OH, NOx, and NH3 kinetics</td>
<td>species profiles in flow reactor, ignition delay times in shock waves, laminar flame speed and species profiles</td>
</tr>
<tr>
<td>Leeds 1.4 (Hughhes)</td>
<td>37/351</td>
<td>C1-C2</td>
<td>species profiles in laminar flames, flame speeds, ignition delay</td>
</tr>
<tr>
<td>GRI extended</td>
<td>71/486</td>
<td>C1-C3 (GRI 3.0) + C2Hx, C3Hx, C4Hx</td>
<td>acetylene ignition in shock tubes</td>
</tr>
<tr>
<td>(ETeneer/Frenklach)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GDF-Kin (El Bakali/Dagaut) 2004</td>
<td>99/671</td>
<td>C1-C6</td>
<td>laminar flame speeds, jet stirred reactor at 1 atm, Φ = 0.75 : 1.0 : 1.5</td>
</tr>
<tr>
<td>San Diego 2006</td>
<td>86/362</td>
<td>C1-C3 (excluding low-temperature fuel–peroxide kinetics)</td>
<td>below about 100 atm, above about 1000 K, Φ &lt; 3, deflagration velocities and shock-tube ignition.</td>
</tr>
<tr>
<td>UBC 2.0 2006</td>
<td>55/278</td>
<td>C1-C2 (GRI 1.2) + C3 +CH3O2, C2H5O2, C3H7O2</td>
<td>ignition delay in reflected-shock, 900-1400 K, 16-40 bar.</td>
</tr>
<tr>
<td>Ranzi 2007</td>
<td>79/1377</td>
<td>C1-C3</td>
<td>high temperature pyrolysis, partial oxidation and combustion</td>
</tr>
<tr>
<td>Healy/Curran 2008</td>
<td>289/3128</td>
<td>C1-C3</td>
<td>740–1550 K, 10 - 30 atm, Φ = 0.3 - 3.0 in a high-pressure shock tube and in a rapid compression machine.</td>
</tr>
<tr>
<td>Gupta 2006</td>
<td>190/1150</td>
<td>C1-C6 + Frenklach/Warnatz 1987 soot model</td>
<td>low temperature pyrolysis in fuel cells (900–1200K)</td>
</tr>
<tr>
<td>Younessi-Sinaki 2009</td>
<td>75/242</td>
<td>C1-C2 (GRI 1.2) + C&gt;2 (excluding the oxygenates) + Appel 2000 soot model</td>
<td>homogenous thermal (oxygen free) decomposition</td>
</tr>
<tr>
<td>Norinaga 2007</td>
<td>227/827</td>
<td>C1-C4 + Frenklach/Warnatz 1987 soot model</td>
<td>Pyrolysis, flow reactor at 900 °C, pressures of 2-15 kPa, and residence times of up to 1.6 s.</td>
</tr>
<tr>
<td>LLNL 2002</td>
<td>857/3606</td>
<td>C1-C8</td>
<td>550-1700K; 1-45 bar; 70-99% N2(Ar)</td>
</tr>
<tr>
<td>Glaude 2002</td>
<td>367/1832</td>
<td>C1-C8</td>
<td>500-1100K; 1-20 bar</td>
</tr>
<tr>
<td>Golovitchev 1999</td>
<td>130/690</td>
<td>C1-C8</td>
<td>640-1760K; 1-55 bar; 76-95% Ar</td>
</tr>
<tr>
<td>Battin-Leclerc 2000</td>
<td>.../7920</td>
<td>C1-C10</td>
<td>jet-stirred reactor, premixed laminar flame, 550K – 1600K</td>
</tr>
<tr>
<td>Bikas/Peters 2001</td>
<td>67/600</td>
<td>C1-C10</td>
<td>premixed flame at 100 kPa, flat flames, shock waves, jet-stirred reactor</td>
</tr>
<tr>
<td>Ristori/Dagaut 2001</td>
<td>242/1801</td>
<td>C1-C16</td>
<td>jet-stirred reactor, 1000K - 1250 K, 100 kPa, residence time of 70 ms, Φ = 0.5, 1, and 1.5.</td>
</tr>
<tr>
<td>Nancy 2001</td>
<td>265/1787</td>
<td>C1-C16</td>
<td>jet-stirred reactor, 1000K - 1250 K</td>
</tr>
</tbody>
</table>
Table 3:

<table>
<thead>
<tr>
<th>REACTION</th>
<th>A/[cm, mol, s]</th>
<th>E/[kJ/mol]</th>
<th>β [-]</th>
</tr>
</thead>
<tbody>
<tr>
<td>R1 H₂ + 2 Ni(s) → 2 H(s)</td>
<td>1.000·10^{-92}</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>R2 2 H(s) → 2 Ni(s) + H₂</td>
<td>2.545·10^{-19}</td>
<td>81.21</td>
<td>0.0</td>
</tr>
<tr>
<td>R3 O₂ + 2 Ni(s) → 2 O(s)</td>
<td>1.000·10^{-92}</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>R4 2 O(s) → 2 Ni(s) + O₂</td>
<td>4.283·10^{-23}</td>
<td>474.95</td>
<td>0.0</td>
</tr>
<tr>
<td>R5 CH₄ + Ni(s) → CH₄(s)</td>
<td>8.000·10^{-93}</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>R6 CH₄(s) → CH₄ + Ni(s)</td>
<td>8.705·10^{-15}</td>
<td>37.55</td>
<td>0.0</td>
</tr>
<tr>
<td>R7 H₂O + Ni(s) → H₂O(s)</td>
<td>1.000·10^{-01}</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>R8 H₂O(s) → H₂O + Ni(s)</td>
<td>3.732·10^{-12}</td>
<td>60.79</td>
<td>0.0</td>
</tr>
<tr>
<td>R9 CO₂ + Ni(s) → CO₂(s)</td>
<td>1.000·10^{-05}</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>R10 CO₂(s) → CO₂ + Ni(s)</td>
<td>6.447·10^{-07}</td>
<td>25.98</td>
<td>0.0</td>
</tr>
<tr>
<td>R11 CO + Ni(s) → CO(s)</td>
<td>5.000·10^{-11}</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>R12 CO(s) → CO + Ni(s)</td>
<td>3.563·10^{-11}</td>
<td>111.27-500θ_{CO(s)}</td>
<td>0.0</td>
</tr>
<tr>
<td>R13 CH₄(s) + Ni(s) → CH₃(s) + H(s)</td>
<td>3.700·10^{-21}</td>
<td>57.7</td>
<td>0.0</td>
</tr>
<tr>
<td>R14 CH₃(s) + H(s) → CH₄(s) + Ni(s)</td>
<td>6.034·10^{-21}</td>
<td>61.58</td>
<td>0.0</td>
</tr>
<tr>
<td>R15 CH₃(s) + Ni(s) → CH₂(s) + H(s)</td>
<td>3.700·10^{-24}</td>
<td>100.0</td>
<td>0.0</td>
</tr>
<tr>
<td>R16 CH₃(s) + H(s) → CH₂(s) + Ni(s)</td>
<td>1.293·10^{-23}</td>
<td>55.33</td>
<td>0.0</td>
</tr>
<tr>
<td>R17 CH₂(s) + Ni(s) → CH(s) + H(s)</td>
<td>3.700·10^{-24}</td>
<td>97.10</td>
<td>0.0</td>
</tr>
<tr>
<td>R18 CH(s) + H(s) → CH₃(s) + Ni(s)</td>
<td>4.089·10^{-24}</td>
<td>79.18</td>
<td>0.0</td>
</tr>
<tr>
<td>R19 CH(s) + Ni(s) → C(s) + H(s)</td>
<td>3.700·10^{-21}</td>
<td>18.8</td>
<td>0.0</td>
</tr>
<tr>
<td>R20 C(s) + H(s) → CH₃(s) + Ni(s)</td>
<td>4.562·10^{-22}</td>
<td>161.11</td>
<td>0.0</td>
</tr>
<tr>
<td>R21 CH₄(s) + O(s) → CH₃(s) + OH(s)</td>
<td>1.700·10^{-24}</td>
<td>88.3</td>
<td>0.0</td>
</tr>
<tr>
<td>R22 CH₃(s) + OH(s) → CH₄(s) + O(s)</td>
<td>9.876·10^{-22}</td>
<td>30.37</td>
<td>0.0</td>
</tr>
<tr>
<td>R23 CH₃(s) + O(s) → CH₂(s) + OH(s)</td>
<td>3.700·10^{-24}</td>
<td>130.1</td>
<td>0.0</td>
</tr>
<tr>
<td>R24 CH₃(s) + OH(s) → CH₂(s) + O(s)</td>
<td>4.607·10^{-24}</td>
<td>23.62</td>
<td>0.0</td>
</tr>
<tr>
<td>R25 CH₂(s) + O(s) → CH(s) + OH(s)</td>
<td>3.700·10^{-24}</td>
<td>126.8</td>
<td>0.0</td>
</tr>
<tr>
<td>R26 CH(s) + OH(s) → CH₃(s) + O(s)</td>
<td>1.457·10^{-23}</td>
<td>47.07</td>
<td>0.0</td>
</tr>
<tr>
<td>R27 CH(s) + O(s) → C(s) + OH(s)</td>
<td>3.700·10^{-21}</td>
<td>48.1</td>
<td>0.0</td>
</tr>
<tr>
<td>R28 C(s) + OH(s) → CH₃(s) + O(s)</td>
<td>1.625·10^{-21}</td>
<td>128.61</td>
<td>0.0</td>
</tr>
<tr>
<td>R29 H(s) + O(s) → OH(s) + Ni(s)</td>
<td>5.000·10^{-22}</td>
<td>97.9</td>
<td>0.0</td>
</tr>
<tr>
<td>R30 OH(s) + Ni(s) → H(s) + O(s)</td>
<td>1.781·10^{-21}</td>
<td>36.09</td>
<td>0.0</td>
</tr>
<tr>
<td>R31 H(s) + OH(s) → H₂O(s) + Ni(s)</td>
<td>3.000·10^{-20}</td>
<td>42.7</td>
<td>0.0</td>
</tr>
<tr>
<td>R32 H₂O(s) + Ni(s) → H(s) + OH(s)</td>
<td>2.271·10^{-21}</td>
<td>91.76</td>
<td>0.0</td>
</tr>
<tr>
<td>R33 OH(s) + O(s) → H₂O(s) + O(s)</td>
<td>3.000·10^{-21}</td>
<td>100.0</td>
<td>0.0</td>
</tr>
<tr>
<td>R34 H₂O(s) + O(s) → OH(s) + OH(s)</td>
<td>6.373·10^{-23}</td>
<td>210.86</td>
<td>0.0</td>
</tr>
<tr>
<td>R35 C(s) + O(s) → CO(s) + Ni(s)</td>
<td>5.200·10^{-21}</td>
<td>148.1</td>
<td>0.0</td>
</tr>
<tr>
<td>R36 CO(s) + Ni(s) → CO(s) + O(s)</td>
<td>1.354·10^{-22}</td>
<td>116.12-500θ_{CO(s)}</td>
<td>-3.0</td>
</tr>
<tr>
<td>R37 CO(s) + O(s) → CO₂(s) + Ni(s)</td>
<td>2.000·10^{-19}</td>
<td>123.6-500θ_{CO(s)}</td>
<td>0.0</td>
</tr>
<tr>
<td>R38 CO₂(s) + Ni(s) → CO(s) + O(s)</td>
<td>4.653·10^{-23}</td>
<td>89.32</td>
<td>-1.0</td>
</tr>
<tr>
<td>R39 CO(s) + H(s) → HCO(s) + Ni(s)</td>
<td>4.019·10^{-20}</td>
<td>132.23</td>
<td>-1.0</td>
</tr>
<tr>
<td>R40 HCO(s) + Ni(s) → CO(s) + H(s)</td>
<td>3.700·10^{-21}</td>
<td>0.0+500θ_{CO(s)}</td>
<td>0.0</td>
</tr>
<tr>
<td>R41 HCO(s) + Ni(s) → CH(s) + O(s)</td>
<td>3.700·10^{-24}</td>
<td>95.8</td>
<td>-3.0</td>
</tr>
<tr>
<td>R42 CH(s) + O(s) → HCO(s) + Ni(s)</td>
<td>4.604·10^{-20}</td>
<td>109.97</td>
<td>0.0</td>
</tr>
<tr>
<td>Catalyst</td>
<td>Reactants &amp; Products</td>
<td>Systems/Reactor configurations primarily$^a$</td>
<td></td>
</tr>
<tr>
<td>----------</td>
<td>----------------------</td>
<td>---------------------------------------------</td>
<td></td>
</tr>
<tr>
<td>Pt</td>
<td>$H_2/O_2&amp;H_2O$</td>
<td>Pt(111)$^{112-116}$, Pt foil$^{71, 72, 137}$, Pt wire$^{73}$, Pt plate$^{68}$, Pt plate$^{138, 139}$</td>
<td></td>
</tr>
<tr>
<td>Pt</td>
<td>$CO/O_2&amp;CO_2$</td>
<td>Pt(100)$^{140}$, Pt(111)$^{141}$, Pt(110)$^{142}$, Pt(110)$^{143}, Pt wire^{144, 145}$</td>
<td></td>
</tr>
<tr>
<td>Pt</td>
<td>$CH_4/O_2&amp;H_2$, CO, CO$_2$, H$_2$O</td>
<td>Pt foil$^{53, 146, 147}$, Pt(71, 83, 148), Pt/Al$_2$O$_3$ monolith$^{146, 149}$, Pt gauze$^{151}$</td>
<td></td>
</tr>
<tr>
<td>Pt</td>
<td>C$_2$H$_4$/H$_2$&amp;C$_2$H$_6$</td>
<td>Single crystals$^{2}$, Pt gauze$^{151}$</td>
<td></td>
</tr>
<tr>
<td>Pt</td>
<td>C$_2$H$_6$&amp;H$_2$/C$_2$H$_4$</td>
<td>Pt coated monolith$^{7, 86, 154, 155}$</td>
<td></td>
</tr>
<tr>
<td>Pt</td>
<td>N$_2$/H$_2$&amp;NH$_3$</td>
<td>Single crystal studies$^{2, 156}$, Pt gauze$^{157, 158, 159}$</td>
<td></td>
</tr>
<tr>
<td>Pt</td>
<td>$NH_2$:NO, H$_2$O</td>
<td>Pt wire$^{160}$</td>
<td></td>
</tr>
<tr>
<td>Pt</td>
<td>C$_3$H$_6$/H$_2$&amp;C$_2$H$_6$</td>
<td>Three-way automotive catalyst, NO$_x$ storage/reduction automotive catalyst$^{161}$</td>
<td></td>
</tr>
<tr>
<td>Rh</td>
<td>$H_2/O_2&amp;H_2O$</td>
<td>Rh foil$^{148}$</td>
<td></td>
</tr>
<tr>
<td>Rh</td>
<td>$CO/O_2&amp;CO_2$</td>
<td>Rh(111)$^{162}$, Rh/Al$_2$O$_3$ $^{163, 164}$</td>
<td></td>
</tr>
<tr>
<td>Rh</td>
<td>$CH_4/O_2&amp;H_2$, CO, H$_2$O, CO$_2$</td>
<td>Rh/Al$_2$O$_3$ coated monoliths$^{146}$, Rh/Al$_2$O$_3$ coated microreactor$^{167, 168}$</td>
<td></td>
</tr>
<tr>
<td>Rh</td>
<td>$CH_4/O_2$/CO$_2$/&amp;CO, H$_2$</td>
<td>Flow reactor$^{167}$, Rh/Al$_2$O$_3$ coated microreactor$^{169, 170}$</td>
<td></td>
</tr>
<tr>
<td>Rh</td>
<td>$CH_4/H_2&amp;CO$, H$_2$</td>
<td>Rh/Al$_2$O$_3$ coated microreactor$^{169, 170}$, Rh/Al$_2$O$_3$ in automotive converters$^{163}$</td>
<td></td>
</tr>
<tr>
<td>Rh</td>
<td>CO/N$_2$&amp;CO$_2$, N$_2$</td>
<td>Rh(111)$^{171}$, Rh/Al$_2$O$_3$ in automotive converters$^{163}$</td>
<td></td>
</tr>
<tr>
<td>Rh</td>
<td>CO/N$_2$&amp;CO$_2$, N$_2$</td>
<td>Rh(111)$^{172}$</td>
<td></td>
</tr>
<tr>
<td>Rh</td>
<td>C$_3$H$_6$/H$_2$&amp;H$_2$O&amp;CO, H$_2$</td>
<td>Rh/Al$_2$O$_3$ monolith$^{173}$</td>
<td></td>
</tr>
<tr>
<td>Pt/Rh</td>
<td>CO/N$_2$&amp;CO$_2$, N$_2$</td>
<td>Flow reactor$^{174}$</td>
<td></td>
</tr>
<tr>
<td>Pt/Rh/Al$_2$O$_3$</td>
<td>C$_3$H$_6$/CO/N$_2$, CO$_2$, H$_2$O</td>
<td>Three-way automotive catalyst$^{188}$</td>
<td></td>
</tr>
<tr>
<td>Pt/BaO/Al$_2$O$_3$</td>
<td>NO/NH$_3$/H$_2$&amp;N$_2$</td>
<td>NO$_x$ storage and reduction automotive monolith catalysts$^{175}$</td>
<td></td>
</tr>
<tr>
<td>Pd</td>
<td>$H_2/O_2&amp;H_2O$</td>
<td>Pd wire$^{182}$, coated microreactor$^{176, 177}$</td>
<td></td>
</tr>
<tr>
<td>Ag</td>
<td>C$_3$H$_6$/O$_2$&amp;C$_2$H$_4$</td>
<td>kinetics of epoxidation, ethylene combustion, TPD, TPR$^{178}$</td>
<td></td>
</tr>
<tr>
<td>Cu</td>
<td>$CO/H_2&amp;H_2$, CO$_2$</td>
<td>Cu(111)$^{179}$, Cu(110)$^{181}$, Cu(100)$^{182}$, Cu/Al$_2$O$_3$; SiO$_2$ $^{179}$</td>
<td></td>
</tr>
<tr>
<td>Cu</td>
<td>$CO/H_2&amp;CH_2$OH</td>
<td>Cu(100)$^{184, 185}$</td>
<td></td>
</tr>
<tr>
<td>Ni</td>
<td>$CH_4/H_2/O_2&amp;H_2$, CO</td>
<td>Ni/MgAl$_2$O$_4$, Ni/YSC$^{186}$, Ni/Al$_2$O$_3$ $^{187}$</td>
<td></td>
</tr>
<tr>
<td>Ni</td>
<td>$CH_4/H_2/O_2$, CO</td>
<td>Ni(111)$^{189}$</td>
<td></td>
</tr>
</tbody>
</table>

a) Catalysts without crystal face denote polycrystalline material.
FIGURES CAPTIONS

Figure 1: Surface description by reactant and product patterns. a) Examples for the main processes occurring in catalysis. b) Incorporation of a hard sphere interaction specific with oxygen. c) Modelling of pair wise soft interactions with interaction energy tables. Adapted from [32, 33].

Figure 2: a) An extract from a surface model for a particle with a (100) and a (111) facet, linked along their common edge. b) A diffusion process for the (111) facet. c) A diffusion process across the facets. One matching position is marked green. Adapted from [32, 33].

Figure 3: Example for the matching of reactant pattern consisting of two parts M1 and M2: The surface consists of the two parts S1 and S2. The global application point for the reactant pattern is given by the position of M1 on S1 (red). From there, the local application point for M2 on S2 (green) can be derived as it is indicated by the arrows. Adapted from [32, 33].

Figure 4: a) Two supported nanoparticles surface model and b) view of the atoms for the c) lattice of the single particle model. Adapted from [32, 33].

Figure 5: Transition behavior of CO-oxidation on the single particle Pd-model. In the first 20s the particle was saturated with partial oxygen pressure of \( p_{O_2} = 2 \times 10^{-7} \) mbar. After that additionally a CO partial pressure of \( p_{CO} = 8 \times 10^{-7} \) mbar was applied. Top: reaction rate per unit cell per second (red) and its time average (black). Bottom: oxygen (blue) and CO (green) coverage. Adapted from [32, 33].
Figure 6: Reverse MC analysis: Each species is traced backwards from the particle, where it reactively desorbed to its original place, where it adsorbed. For periodic models the periodic boundary conditions have to be unfolded for species traveling across the boundary. This can be achieved be a two dimensional descriptor which is incremented or decremented during boundary passage. Taken from [33].

Figure 7: Capture zone of the black particle shown in the center. The number of adsorbed species, which later reactively desorb from the central particle, is counted for each individual adsorption site. Taken from [33].

Figure 8: Sketch of the major reaction steps in catalytic partial oxidation of methane over Rh applying the mean-field approximation [87].

Figure 9: Illustration of the adjustment algorithm to set up thermodynamically consistent surface reaction mechanisms [57].

Figure 10: Survey of the methodology of the development of a surface reaction mechanism [55].

Figure 11: Sensitivity of the uncovered surface area on rate coefficients of surface reactions immediately before catalytic ignition of CH₄ oxidation on a platinum foil [53].

Figure 12: Calculated time-dependent surface coverage and surface temperature during heterogeneous ignition of a CH₄/O₂/N₂ mixtures flowing in a stagnation-point flow onto a platinum foil [53].
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Capture Zone Analysis Example

1. Add island number to diffusing species.
2. Perform diffusion processes backwards.
3. At adsorption site increment the counter for the specific species, periodic descriptor and island combination.
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Figure 10:

- **Surface science studies** (TPD, XPS, AES, TEM, FEM, FIM, STM, SFG ...)
- **Analogy to gas phase kinetics, organometallics**
- **Theory** (ab-initio, DFT, UBI-QEP, Transition State Theory, etc.)

**Mechanism (Idea)**

- **Lab experiments** (conversion selectivity, ignition/extinction temperatures, spatial & temporal profiles, coverage)
- **Modeling of lab reactors** (including appropriate models for gas phase kinetics and heat & mass transport)

**Comparison of measured and computed data**

**Sensitivity analysis & Evaluation of crucial parameters**

**Revised mechanism**
Figure 11:

\[
\begin{align*}
O_2 + 2 \text{Pt(s)} & \rightarrow O(s) + O(s) \\
\text{CH}_4 + 2 \text{Pt(s)} & \rightarrow \text{CH}_3(s) + \text{H(s)} \\
\text{H}_2\text{O} + \text{Pt(s)} & \rightarrow \text{H}_2\text{O(s)} \\
O(s) + O(s) & \rightarrow O_2 + 2 \text{Pt(s)} \\
\text{H}_2\text{O(s)} & \rightarrow \text{H}_2\text{O} + \text{Pt(s)} \\
\text{OH(s)} + \text{OH(s)} & \rightarrow O(s) + \text{H}_2\text{O(s)} \\
O(s) + \text{H}_2\text{O(s)} & \rightarrow \text{OH(s)} + \text{OH(s)} \\
\text{CO(s)} + O(s) & \rightarrow \text{CO}_2(s) + \text{Pt(s)}
\end{align*}
\]
Figure 12: