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Chemically reacting gaseous flows in catalytic monoliths are numerically investigated to mathematically optimize product yields by the variation of operating conditions and catalyst loading. The fluid dynamics of the single monolith channel is modeled by the two-dimensional boundary layer equations (BLEs), a system of parabolic partial differential equations (PDEs) with highly nonlinear boundary conditions arising from the coupling of surface reactions with the reactive flow field inside the channel. The surface and gas-phase chemical reactions are described by large elementary-step reaction mechanisms. An optimal control problem is formulated with the wall temperature, the catalytic active surface area, and the inlet gas composition and flow parameters as control variables. The newly developed approach and numerical code are applied for the optimization of the oxidative dehydrogenation of ethane to ethylene over platinum at high temperatures and short contact times. The ethylene yield can be significantly increased by choosing the optimal operating conditions. Furthermore, the analysis of the behavior of the reactor at optimized conditions leads to a better understanding of the interaction of physics and chemistry in the catalytic monolith. © 2008 American Institute of Chemical Engineers AIChE J, 54: 2432–2440, 2008
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Introduction

Heterogeneously catalyzed gas-phase reactions are part of the majority of industrial chemical processes. At high temperatures, the catalytic reactions on the solid surfaces often interact with homogeneous reactions in the gas-phase. To provide large surface areas, monolithic reactors are frequently used for heterogeneously catalyzed processes. Applications of catalytic monoliths range from small lab-scale reactors to large-scale facilities, e.g., for automotive exhaust-gas after-treatment, catalytic combustion, conversion of natural gas into synthesis gas and, subsequently, into higher
The monoliths can be either foams with random paths or honeycomb structures consisting of numerous parallel channels. For a numerical model of the monolith, the different scales of the physical and chemical processes have to be considered. Usually, due to high space velocities, the residence time of the fluid phase inside the reactor is small when compared with the response time of the solid phase. In this case, the reacting flow mixes with the wall surface and the heat balance of the monolith can be decoupled, and the thermal behavior as well as the fluid dynamics in the individual channels can be considered simultaneously. However, in this article, we focus on the numerical simulation of the fluid phase and chemistry in a single channel of the structured monolith.

The complex interaction between molecular transport and chemical reactions has significant influence on the shape of the species profiles in such honeycomb channels of a hydraulic diameter of ~0.2–2.0 mm. The residence time of the gases inside the monolith is typically on the order of milliseconds. For homogeneous, 2 reactive systems and one-dimensional stagnation-flows on catalytic plates were optimized. In this article, the optimization of two-dimensional reactive flow in a single channel of catalytic monoliths is studied. The chemical surface and gas-phase reactions are described by detailed models based on elementary-step reaction mechanisms, which were described and evaluated by comparison with experimental data in literature before. Here, we have used these published mechanisms without any modification, even though a decent number of experimental and theoretical studies have been performed for the system under investigation since the mechanisms were developed, which may require an update of the mechanisms. Oxy-dehydrogenation of ethane was chosen as an example, because it represents one of the most complex systems, for which detailed reaction mechanisms are available. Thus, by choosing this complex reactive system, we demonstrate the robustness of the presented method.

Mathematical Model

**Fluid dynamics: boundary-layer equations**

Figure 1 illustrates the physical and chemical processes typical for a catalytic monolith and the model assumption. The fluid dynamics is modeled on the scale of a single channel. Catalytic reactors with homogeneous and heterogeneous reactions are typically characterized by a complex interaction of physical transport processes and chemical reactions on a very short time scale. Therefore, it is critical for a time-efficient simulation of the single-channel problem to choose a model that includes the necessary processes, but that also allows for a simplification of the underlying mathematical equations. Instead of solving the full Navier-Stokes equations, our model is based on two simplifying assumptions:

1. Even though the support of the monolith often defines a square or even hexagonal structure of the channel cross section, the corners of the channel become rounded after adding a washcoat that contains the catalytic active material. This observation and the fact that the excess washcoat in the corners does not significantly contribute to the chemical reaction, allows us to approximate the channel by an axis-symmetric cylinder. (2) The elliptical structure of the steady-state Navier-Stokes equations is reduced to a parabolic one by applying the boundary-layer approximation. In the channel, the convection is mainly directed parallel to the walls as in a boundary layer of any flow around an arbitrary solid object. As a consequence, the transport in axial direction is mainly convective; the diffusive transport terms can be neglected in this direction, in particular at high Peclet numbers. In radial direction, the diffusive transport is dominating, which is expressed by a vanishing pressure gradient in that direction. It has been shown previously that the boundary-layer approximation is a suitable model for the description of the flow in a monolith channel for a wide range of Reynolds numbers, especially for conditions as in short contact-time reactors or exhaust gas after-treatment devices. Therefore, in this article, the boundary layer equations, which are a system of parabolic partial differential equations with nonlinear boundary conditions, are used as model for the fluid dynamics. For more details of the equations and their coupling to multiphase complex reaction networks, we refer to those references and the user manual of the code applied.
Detailed models are used for the chemistry in the gas-phase and on the surface. The forward rate coefficients $k_i$ of the gas-phase reaction $i$ are calculated by using an Arrhenius type expression:

$$k_i = A_i T^{\beta_i} \exp \left( - \frac{E_{\text{ai}}}{RT} \right),$$  \hspace{1cm} (1)

where $A_i$ is the pre-exponential factor, $\beta_i$ the temperature exponent, and $E_{\text{ai}}$ is the activation energy of the $i$th reaction. $R$ is the universal gas constant being 8.314 J/(mol K), and $T$ is the gas temperature. The reverse rate coefficients, $k_{ri}$, are determined from thermodynamics. The forward rate coefficient $k_i$ of surface reactions $i$ is calculated by a modified Arrhenius expression

$$k_i = A_i T^{\beta_i} \exp \left( - \frac{E_{\text{ai}}}{RT} \right) \prod_{k=1}^{N_s} \theta_k^{\mu_i} \exp \left( \frac{\varepsilon_i \theta_k}{RT} \right),$$  \hspace{1cm} (2)

where $\mu_i$ and $\varepsilon_i$ are parameters describing an additional dependence of the rate on the surface coverage. $\theta_k$ is the surface coverage of the $k$th surface (adsorbed) species, which must satisfy the following conditions:

$$0 \leq \theta_k \leq 1 \quad (k = 1, \ldots, N_s), \quad \sum_{k=1}^{N_s} \theta_k = 1$$ \hspace{1cm} (3)

where $N_s$ is the number of surface species.

**Initial and boundary conditions**

At the catalytic surface, the gaseous species mass flux produced by heterogeneous chemical reactions and the mass flux of that species in the gas phase at the gas-surface boundary must be balanced, i.e.,

$$F_{\text{cat/geo}} \delta_k W_k = -J_{kr} \quad (k = 1, \ldots, N_s)$$ \hspace{1cm} (4)

where

$$\delta_k = \sum_{j=1}^{N_k} v_{kj} k_j \prod_{j=1}^{N_s} \theta_j^{v_{kj}},$$

is the creation or depletion rate of the $k$th species due to the adsorption, desorption, and chemical reactions on the surface. $W_k$ is its molar mass of the $k$th species. $J_{kr}$ represent the radial components of the diffusive flux vector of species $k$ pointing from the center to the wall. The factor $F_{\text{cat/geo}}$ describes the ratio of catalytic to geometric surface areas, which corresponds to the amount of catalyst available for surface reactions; $F_{\text{cat/geo}} = 1$ would mean that the inner channel wall is completely coated with a monolayer catalytic film. The use of washcoats can easily lead to values for $F_{\text{cat/geo}}$ on the order of $10^2$. This parameter will play an important role in the optimal control problem.

In this study, potential mass transfer limitation of the conversion due to finite diffusion in the pores of the washcoat is neglected. Within the software\textsuperscript{17} used, this mass transfer effect can be introduced by the addition of an “on-the-fly” computed effectiveness factor into the boundary conditions (4) or by the very time-consuming solution of reaction-diffusion equations for the washcoat layer coupled with the 2D flow field model.

Since we calculate the steady-state of the system, in this study, all adsorbed species (surface species) will obey the condition,

$$\dot{s}_k = 0 \quad (k = N_s + 1, \ldots, N_s + N_a)$$ \hspace{1cm} (5)

This condition also remains valid for most, not too fast, transient processes\textsuperscript{1} but breaks down for very fast transients such as catalytic ignition, which proceeds within $10^{-6}$ s.\textsuperscript{18}

**Application example: oxidative dehydrogenation of ethane**

A promising route for the production of ethylene ($\text{C}_2\text{H}_4$) are so-called short-contact time reactors, where ethane ($\text{C}_2\text{H}_6$) is dehydrogenated by partial oxidation.\textsuperscript{19} Here, a mixture of ethane, oxygen, nitrogen, and possibly hydrogen is fed into a catalytically coated monolith. The residence time of the gases is only ~5 ms at temperatures between 1150 and 1300 K. The advantage of oxygen addition in a dehydrogenation process is that the catalytic oxidation of some of the ethane provides a sufficient amount of heat for the endothermic dehydrogenation, which permits autothermal operation of the reactor at those high temperatures. Bodke et al.\textsuperscript{20} reported high ethylene selectivity of up to 70% at complete oxygen and high ethane conversion; hence, the yield of the reactor can compete with the conventional steam cracking of ethane. Later, Beretta et al.\textsuperscript{6,21} have conducted similar experiments confirming the results and supporting the hypothesis that most of the ethylene is produced in the gas-phase.

Zerkle et al.\textsuperscript{5} have studied the system numerically. Their gas-phase mechanism consists of 25 reactive species (mainly $\text{C}_1$ and $\text{C}_2$ species) involved in 131 reversible reactions and one irreversible reaction. In addition, a surface reaction mechanism was established for the conversion over platinum consisting of another 82 elementary-step like reactions involving another 19 surface species. This mechanism was later also used to study on-line catalyst addition effects.\textsuperscript{7}

Our example for the optimal control problem is based on the case studied by Zerkle et al.\textsuperscript{5} The monolith itself has a diameter of 18 mm and a length of 10 mm. The individual channels have a diameter of 0.5 mm. The monolith is fed with ethane/oxygen/nitrogen mixture of varying C/O ratio at 5 standard liters per minute.

**Formulation of an optimal control problem**

In a chemical reactor, the initial and boundary conditions can be used to optimize the performance of the reactor, i.e., maximize the conversion, the selectivity, or the yield of certain product species. In particular, at the inlet of the catalytic monolith, the chemical composition, the velocity, and the temperature can be controlled to optimize the product composition. Furthermore, it may be possible to control the temperature profile $T_{\text{wall}}(z)$ at the channel wall and vary the catalyst loading along the channel, i.e., $F_{\text{cat/geo}}(z)$; $z$ is the axial spatial coordinate. Moreover, the length of the catalytic monolith, $z_{\text{max}}$, can be optimized as well.
In general, this optimization problem can be stated as

\[
\min_{w, q} \Phi(w) \tag{6}
\]

Subject to

PDE Model Equation \((w, q)\) \tag{7}

Initial and Boundary Condition \((w, q)\) \tag{8}

State and Control Constraints \((w, q)\) \tag{9}

where \(w\) and \(q\) are state and control variables, respectively. The partial differential equations (PDE) equations describe the fluid dynamics and the gas-phase chemistry. The initial and boundary conditions are given by Eqs. 4 and 5.

**Objective function**

The objective function to be maximized is the mass fraction of ethylene at the outlet of the channel:

\[
\Phi(w) = Y_{\mathrm{C}_2\mathrm{H}_4}
\]

at outlet.

**Controls**

The controls considered here are the inlet gas composition, temperature, velocity, and pressure, which are independent of the axial coordinate \(z\), and the wall temperature \(T_{\text{wall}}(z)\) and/or the catalyst loading, expressed by \(F_{\text{cat/geo}}(z)\), which are functions of the axial coordinate \(z\).

**Constraints**

For practical reasons, there are often equality and inequality constraints on the control and state variables, such as upper and lower bounds for the wall temperature and \(F_{\text{cat/geo}}\), or the fact that the sum of all mass fractions must be unity.

**Numerical Method**

**DAE-constrained optimization**

We choose the approach of semi-discretization of the PDE system in the streamline direction by the method of lines,\(^{23}\) which leads to a system of structured, stiff differential algebraic equations (DAE). This transforms the optimal control problem in a PDE (6–9) to an optimal control problem in a DAE, which can be written as

\[
\min_{x, q} \Phi(x, q) \tag{10}
\]

Subject to The resulting DAE \tag{11}

State and control constraints \((x, q)\) \tag{12}

**Direct method**

To transform the optimal control problem (10–12) to a finite dimensional optimization problem, we apply the direct approach; this means we parameterize the control functions by a finite number of degrees of freedom.

**Parameterization of the control functions**

The profiles at the wall \(T_{\text{wall}}(z)\) and \(F_{\text{cat/geo}}(z)\) are treated as control function in the optimal control problem. Control functions are discretized on an appropriate user-defined grid using a suitable finite functional basis. Usually, the controls are approximated by piecewise continuous functions, e.g., piecewise constant or piecewise linear, but also other schemes are applicable. The coefficients in these schemes will be control parameters replacing the control functions. By this way, the control function in infinite-dimensional space is approximated by its piecewise representation in a finite-dimensional space. If the piecewise linear approximation is applied, then

\[
T_{\text{wall}}(z) = T_{\text{wall}}(z_j) + \left( T_{\text{wall}}(z_{j+1}) - T_{\text{wall}}(z_j) \right) \frac{z - z_j}{z_{j+1} - z_j}
\]

for \(z_j \leq z \leq z_{j+1}\).

Note that in this case, the bounds on the controls are transformed to bounds on the parameterization coefficients.

**Solution of the DAE system**

For the given initial values and control parameters, we solve the DAE initial value problem. The obtained solution of the DAE system is used for the evaluation of the objective function and the constraints. The DAE system is usually stiff, because it is derived from the discretization of a PDE and due to chemical reaction kinetics. The DAE is of index 1. Therefore, we choose an implicit integration method, based on backward differentiation formulas (BDF) for the solution of the initial value problems. For the practical computation, based on the code DAE Solver,\(^{24,25}\) we develop a new code that allows us to solve this problem. Features of this code are variable step size and variable order controlled by error estimation, modified Newton’s method for the solution of the implicit nonlinear problems, a monitor strategy to control the computation and decomposition of the Jacobian, and Internal Numerical Differentiation for the computation of derivatives of the solution w.r.t. initial values and parameters.

In our problems, the linear systems arising in Newton’s method are very ill-conditioned. We have developed an appropriate scaling. The variables are scaled with the same weighting vector that is used in the BDF error estimation, and then we perform row equilibration. The scaling factors are chosen to be integer powers of the machine base to avoid scaling round-off errors. Using this technique, the condition number of the linear system is reduced from more than \(10^{18}\) to around \(10^7\).

The BDF method needs derivatives of the DAE model functions. Here, we exploit the band structure. Instead of computation of the full Jacobian, we apply a compression technique which only requires few directional derivatives. We use Automatic Differentiation (implemented in the tool ADIFOR\(^{26}\)) that allows us to compute derivatives with accuracy up to machine precision. This is crucial for a fast performance of the overall solution method.
To solve the DAE, we compute consistent initial values for the algebraic variables. During the integration, the consistency is preserved because the algebraic constraints and the equation from the implicit integration scheme are solved simultaneously.

**Computation of consistent initial values of the DAE**

To integrate the DAE system, a set of consistent initial values is needed. Some of them are explicitly given, as stated in previous sections. However, the mass fractions \( Y_g(k = 1, \ldots, N_g) \) at the catalytic wall \( \psi = \psi_w \) and the surface coverage fractions \( \theta_i(k = 1, \ldots, N_i) \) are only implicitly determined by the nonlinear equations at the boundary. These equations are highly nonlinear due to the Arrhenius kinetics. The solution is the steady state of a dynamic system, which is an asymptotic limit of the corresponding transient system. We only know initial values of the transient system, which can change very drastically until the system reaches a steady state. It is very difficult to find values that are sufficiently close to the consistent values to have convergence of a Newton-type method. For this problem, techniques of globalization of the convergence often fail because nonsingularity of the Jacobian cannot be guaranteed. Therefore, we use a time-stepping method for solving the corresponding transient system to find an initial guess close to the solution and then apply Newton’s method to converge to the solution.

With the variables \( \{Y_{IN}, Y_{IN}, \theta_1, \ldots, \theta_N\} \in \mathbb{R}^{N_i + N_s} \), the nonlinear equation system for the boundary is

\[
F_{\text{cat/geo}} \delta_k W_k + J_{kr} \psi_w = 0 \quad (k = 1, \ldots, N_g),
\]

\[
\delta_k = 0 \quad (k = N_g + 1, \ldots, N_s).
\]

The left-hand sides of Eq. 14, \( \delta_k \), are the rates of creation/depletion of the surface species coverage multiplied by the site density, \( \Gamma \):

\[
\frac{\partial \theta_k}{\partial t} = \delta_k \quad (k = N_g + 1, \ldots, N_s)
\]

Similarly, the left-hand side of Eq. 13 can be considered as the mass rate of creation/depletion of the \( k \)th gas species by surface reactions and molecular diffusion in the gas-phase multiplied by some length \( dr \), i.e.,

\[
\rho dr \frac{\partial \theta_k}{\partial t} = F_{\text{cat/geo}} \delta_k W_k + J_{kr} \psi_w \quad (k = 1, \ldots, N_g)
\]

The differential equations (15 and 16) describe the corresponding transient state model for the nonlinear equations (13 and 14). Starting from initial values for mass fractions and surface coverages \( \{Y_{IN}, \ldots, Y_{IN}, \theta_1, \ldots, \theta_N\}(t_0) \), we integrate the ordinary differential equation (ODE) (15 and 16) until it nearly reaches steady state. In our implementation, we monitor the value of the norm of the right-hand side, when it decreases below a certain value then we switch to Newton’s method. From our practical experience, this method is quite stable even for ill-conditioned problems.

The system (15 and 16) describes a chemical process modeled by detailed chemistry and therefore it is very stiff. For solution, we also use the BDF method implemented in the new DAESOL. To speedup the computation, we only integrate until we are near steady state and then use Newton’s method for fast convergence. Therefore, we do not need high tolerance for the ODE integration, which makes the integration procedure fast.

**Nonlinear optimization problem**

The parameterization of the controls and the states turns the dynamic optimization problem into a finite dimensional optimization problem. It is a nonlinear constrained optimization problem (NLP), which can be written in general as follows:

\[
\min_{\nu} F(\nu)
\]

Subject to

\[
E(\nu) = 0
\]

\[
G(\nu) \geq 0
\]

The time-independent control variables \( q \) and the control parameters introduced by the parameterization of the control functions are the optimization variables \( \nu \) in the NLP.

**Optimization Results**

The results presented here summarize our application of the code to the optimization of partial oxidation of ethane over Pt catalysts. The chemical processes are described by 25 gas phase species, 20 surface species, 261 gas-phase reactions, and 82 surface reactions. The work presented in this article is the first realization of optimization for this problem. For more details on the numerical algorithms, we refer to Refs. 17 and 27.

**2D profiles of major species with initial settings**

We run a reference case simulation with the following initial settings: inlet mass fractions \( Y_{C_2H_6} = 0.44, Y_{O_2} = 0.26, Y_{N_2} = 0.30 \), inlet gas temperature \( T_{\text{gas}} = 650 \) K, inlet velocity \( u_0 = 0.5 \) m/s. The wall temperature was kept fixed at 930 K and \( F_{\text{cat/geo}}(z) = 1 \). Figures 2 and 3 show the two-dimensional profiles of major species and surface coverages with the these setting.

Clearly, three regions can be recognized along the catalyst. In the first \( \sim 1 \) mm, oxygen is consumed completely. Here, ethane is primarily oxidized to CO2 and water on the Pt surface: the primarily adsorbed species on the surface is oxygen supporting total oxidation. The gradients in the concentration profiles for these species indicate that catalytic surface reactions fully dominate the oxidation. The overall reaction rate is limited by mass transfer, i.e., diffusion of oxygen and ethane to the catalytic surface. Since CO is an intermediate in total oxidation and is not strongly bound to the surface, some of the CO will desorb and lead to the CO peak at the entrance. However, since CO also has a high sticking coefficient on Pt, it will readsoorb on the surface and be oxidized to CO2 when more empty sites, Pt(s), are available due to decreasing oxygen coverage. Therefore, at \( z = 0.5 \) mm, a small region of decreased CO concentration in the gas-phase can be observed (Fig. 2). Since shortly further downstream, the oxygen concentration and coverage decline rapidly, there
is not enough oxygen for CO oxidation, thus, CO concentration increases again. CO also is in a small region around \( z = 1.2 \text{ mm} \) the species primarily adsorbed. Further downstream, all the oxygen coverage declines further and originates now from readSORBED water only. Since no oxygen is available anymore, the carbon coverage increases.

The dehydrogenation of ethane is a much slower process. After a first small region of oxygen-supported ethylene formation due to surface reactions, ethylene concentrations stay relatively constant until, further downstream, production of ethylene by pyrolysis of ethane in the gas-phase becomes significant. The radial gradients in the species concentrations vanish. The process, downstream the initial oxidation section, is kinetically controlled, which is caused by the increasing rate of gas-phase reactions or by surface reactions with small

rates, after all oxygen is consumed. The continuous formation of CO is due to the water–gas-shift reaction.

**Optimization of the wall temperature**

For the first optimization step, we keep the initial values at the inlet fixed: inlet mass fractions \( Y_{C_2H_6} = 0.44, Y_{O_2} = 0.26, Y_{N_2} = 0.30 \), inlet gas temperature \( T_{gas} = 650 \text{ K} \), inlet velocity \( u_0 = 0.5 \text{ m/s} \).

For the optimization of the wall temperature profile, a piecewise linear parameterization with eight intervals is used. The objective is to maximize the mass fraction of ethylene at the outlet. As constraint, the temperature is required to be between 600 and 1500 K.

The optimization was started with a constant temperature profile of 930 K leading to an objective value of 0.13. The optimization run took 30 min computational time on a 2.5-GHz Pentium 4 Linux PC. In the optimal solution, the objective value is 0.28 that means the ethylene yield could drastically be increased by an optimum temperature profile. Discussion of how this temperature profile is enforced is beyond the scope of this article. Figure 4 shows the temperature profile, and Figures 5 and 6 show the mass fraction of some major species with initial and optimal setting.

**Control \( F_{cat/geo}(z) \)**

The ratio of catalytic active surface area to geometric surface area \( F_{cat/geo}(z) \), i.e., the catalyst loading along the reac-
tor, is now optimized. The inlet gas temperature is \( T_{\text{gas}} = 600 \) K, and the wall temperature \( T_{\text{wall}}(z) \) is kept fixed at 1000 K. The objective is to maximize the mass fraction of ethylene \( Y_{\text{C}_2\text{H}_4} \) at the outlet. As constraint, \( F_{\text{cat/geo}}(z) \) is required to be between 0, i.e., no catalyst, and 100, i.e., highly loaded.

The optimization was started with a constant \( F_{\text{cat/geo}}(z) \) of 20.0 leading to an objective value of 0.06. In the optimal solution, the objective value is 0.19. Figure 7 shows the standard and optimal profiles of \( F_{\text{cat/geo}}(z) \) and average mass fraction profiles of ethylene. Figures 8 and 9 show the mass fraction profiles of ethane and ethylene with the standard and optimal profiles of \( F_{\text{cat/geo}}(z) \).

Platinum is a very efficient catalyst for the oxidation of ethane. In the first 2 mm of the catalyst, oxygen is almost completely consumed by surface reactions (catalytic oxidation of ethane) leading to the total oxidation products \( \text{CO}_2 \) and \( \text{H}_2\text{O} \) with some ethylene and \( \text{CO} \) as side products. Ethylene, however, can in general be produced in the gas-phase as well. However, the conversion in the gas-phase occurs only if a sufficiently large radical pool exists, which takes a certain time/distance (so-called ignition delay time) to be built-up. Furthermore, some of the ethylene formed by surface reactions adsorb on the surface as well, where in the region around \( z = 2 \) mm reforming reactions mainly occur but their reaction rate is much smaller than the total oxidation rate at \( z < 1 \) mm, where oxygen is still available. Since the production of ethylene by gas-phase reactions reaches much higher values further downstream (most of the ethylene is produced in the gas-phase) due to the radicals available there and due to the fact that the surface is relatively inactive in the region around 2 mm, a plateau appears in that region (Figures 7 and 9) due to the competition between ethylene production in the gas-phase and (partial) oxidation on the surface, both at relatively low rates. The optimization of the catalyst loading proposes a very low loading in this region, because here the catalyst does not only oxidize ethylene but also adsorbs radicals from the gas-phase, which are needed to initiate ethylene formation in the gas-phase.

The optimization proposes relatively low catalyst loading in the very active initial catalyst section, which can be understood as follows: Within the first millimeter of the catalyst, where oxygen is available, the process is limited by mass-transfer of ethane and even more of oxygen to the surface. Here, primarily, oxidation of ethane occurs at a very high rate, the catalyst is very active. Consequently, catalyst is needed here but not at a high loading; this effect has also been observed in several experiments.

We have also implemented multivariable optimization. However according to numerical experiments, the objective function did not have significant improvement when compared with optimal objective value of a single variable optimization. The computational time for a multivariable optimization is about 50–400% increase compared to the case of

![Figure 6. Average mass fractions of major species at the optimal solution.](image_url)

![Figure 8. Average mass fraction profiles of \( \text{C}_2\text{H}_6 \) and \( \text{C}_2\text{H}_4 \) with the initial setting.](image_url)

![Figure 7. \( F_{\text{cat/geo}}(z) \) profile and the average mass fraction of \( \text{C}_2\text{H}_4 \) at the initial and at optimal solutions.](image_url)

![Figure 9. Average mass fraction profiles of \( \text{C}_2\text{H}_6 \) and \( \text{C}_2\text{H}_4 \) with the optimal setting.](image_url)
optimization with respect to the wall temperature or catalyst loading alone, depending on the initial setting.

**Control of the inlet gas composition**

Here, we investigate an adiabatic case. The initial inlet gas temperature was 800 K, \( F_{\text{cat/geo}}(z) = 1 \). The optimization was started with the initial inlet mass fractions of \( Y_{\text{C2H6}} = 0.40, Y_{\text{O2}} = 0.30, Y_{\text{N2}} = 0.30 \) leading to the objective value (mass fraction of ethylene at outlet) of 0.15. In the optimal setting, \( Y_{\text{C2H6}} = 0.48, Y_{\text{O2}} = 0.22, Y_{\text{N2}} = 0.30 \), the objective value is 0.27.

**Control of pressure and velocity**

We have also investigated the effect of pressure and velocity; however, no significant improvement on the objective function was obtained.

**Conclusion**

In this article, we presented a newly developed code for the optimization of a two-dimensional flow in a catalytic active channel. Here, the chemical reactions in the gas phase and on catalytic surfaces are modeled by detailed mechanisms consisting of elementary step-like reactions. As an example, the oxidative dehydrogenation of ethane to ethylene over Pt in a short contact time reactor was simulated. As control parameters, the influence of the wall temperature profile, the catalyst distribution, and the inlet composition on the ethylene yield were investigated. An optimal solution could be computed very time efficiently (30 min on a 2.5-GHz Pentium 4 Linux PC). Thus, for example, we were able to achieve ethylene yield that are twice as much as in our reference case.

In future, this numerical code can be applied to similar cases, for instance by applying to different reacting systems with different objectives. There is a high potential, especially in the optimization of catalyst distribution. It is a time-efficient alternative to try-and-error experimental investigations in such areas.

Since the current implementation of the optimization code is not yet applicable to consider heat conduction in the solid structure of the monolithic reactor, future work will include the extension of the underlying physical models. The simulation code of the software package used, DETCHEM MONOLITH, already includes even transient heat balances of the solid monolithic structure coupled to single channel simulations. However, the implementation of heat transfer usually requires the solution of an elliptic problem. So far, we have used the boundary layer approximation as basis for the simulation of the channel flow, which leads to a parabolic problem, that is solved very CPU time-efficiently. Therefore, new algorithmic approaches are needed.

Aside from expecting new numerical facilities of that optimization procedure, we are currently using the results of the optimization to improve reactor design. In particular, we study the proposed catalyst loadings distributed inhomogeneously in the flow direction.

**Acknowledgments**

The authors thank Robert J. Kee (Colorado School of Mines), Hoang Xuan Phu (Institute of Mathematics, Vietnamese Academy of Science and Technology), and Johannes Schlöder (Heidelberg University) for many helpful discussions. The financial support from the German Science Foundation (DFG) within the Graduiertenkolleg “Complex Processes: Modeling, Simulation and Optimization”, SFB 359 “Reactive Flows, Diffusion and Transport”, and the project DE 659/5 is greatly acknowledged.

**Notation**

- \( A_i \): pre-exponential factor of the \( i \)th reaction
- \( E_{\text{act}} \): activation energy of the \( i \)th reaction
- \( F_{\text{cat/geo}} \): ratio of catalytic active to geometric surface areas
- \( J_{\text{ax}} \): radial component of mass flux vector of the \( k \)th species
- \( N_s \): total number of gas-phase species
- \( N_k \): total number of surface species
- \( K_s \): total number of surface reactions
- \( R \): universal gas constant
- \( T \): temperature
- \( W_k \): molecular weight of the \( k \)th species
- \( Y_k \): mass fraction of the \( k \)th species
- \( k_i \): reaction rate coefficient of the \( i \)th reaction
- \( \chi_i \): rate of production of \( k \)th species by surface reactions
- \( c_j \): concentration of \( j \)th species
- \( u \) and \( v \): axial and radial components of the velocity vector
- \( z \) and \( r \): axial and radial cylindrical coordinates
- \( \beta_i \): temperature exponent of the \( i \)th reaction
- \( \Gamma \): surface site density
- \( \theta_i \): coverage of the \( i \)th surface species
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