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Abstract 

 The sensible heating of sweep gas and oxidizer is a considerable energy sink in 

the isothermal splitting of carbon dioxide (CO2) and water vapor (H2O) using the solar 

thermochemical non-stoichiometric reduction and oxidation of ceria. Efficient gas phase 

heat recovery is critical to improving cycle efficiencies. However, operating temperatures 

of 1773 K provide a major hurdle in realizing high levels of heat recovery. The present 

study focuses on the design, modeling and testing of an alumina heat exchanger filled 

with reticulate porous ceramic (RPC). The heat exchanger has been designed to operate 

reliably at temperatures up to 1773 K, integrate seamlessly with the reactor designed for 

isothermal CO2 and H2O splitting using ceria and obtain an effectiveness of >0.85 for the 

range of flow rates anticipated during operation of the isothermal reactor. The RPC 

morphology, namely porosity and pore density and the geometry of the heat exchanger 

are selected based on the results of a fluid flow and heat transfer model of the heat 

exchanger. Results indicate that a concentric tube-in-tube counterflow alumina RPC 

filled heat exchanger yields an effectiveness >0.9 and leads to a projected reactor 

efficiency of 2.8%. The outer alumina tube has an o.d. of 69.9 mm and i.d. of 63.6 mm 

and the inner alumina tube has an o.d. of 44.4 mm and an i.d. of 38.1 mm. The heat 

exchanger is 1.4 m long and is filled with 85% porous, 10 ppi alumina RPC. The 

performance of a shorter 0.4 m long prototype at temperatures up to 1240 K is 

investigated experimentally. Heat transfer measurements were made at two hot inlet 

temperatures of 600 K and 1240 K by combusting methane in air. The cold inlet 

temperature was constant at 300 K. The overall heat transfer coefficient, effectiveness 

and pressure drop were measured for a fixed hot stream flow rate of CH4+air of 1.7×10-2 
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mol s-1 and cold stream flow rates of N2 in the range 1.8×10-2  to 2.7×10-2 mol s-1. The 

results show that the heat exchanger with a high specific surface area of 917 m-1 obtained 

overall heat transfer coefficients in the range 26 to 32 W m-2 K-1 at 600 K and 36 to 41 W 

m-2 K-1 at 1240 K for the range of operating conditions tested. Cold side heat exchanger 

effectiveness values of up to 0.73 were obtained with low pressure drops up to 1023 Pa at 

hot stream molar flow rate of 1.7×10-2 mol s-1 and cold stream molar flow rate of 2.7×10-

2 mol s-1 and thermal duties of 450 W. 
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Chapter 1 

Introduction 

 The splitting of carbon dioxide and water vapor to produce syngas, a mix of CO 

and H2,   is a promising method of storing solar energy. In the context of this study, the 

‘isothermal’ non-stoichiometric redox cycling of ceria is of particular interest and has 

been discussed in [1-3]. The splitting of water vapor and carbon dioxide occurs in two 

steps, namely, reduction and oxidation. During reduction, the ceria releases oxygen atoms 

from its crystal lattice in an environment with a low partial pressure of oxygen. On 

passing an oxidizer like CO2 or H2O, the reduced ceria removes oxygen atoms from the 

oxidizer and thereby reduces CO2 or H2O to CO or H2 respectively. In the ‘isothermal’ 

cycle, the temperature of the ceria bed is kept constant over the entire redox cycle. The 

isothermal cycle has several advantages over the two-temperature cycle namely, the 

elimination of the requirement for solid phase heat recovery and the absence of thermal 

stresses due to temperature gradients in the ceria and other construction materials in the 

reactor. However, based on the thermodynamics of ceria [4], the isothermal cycle 

engenders a much lower driving potential for fuel production than the two-temperature 

cycle thereby necessitating much lower partial pressures of oxygen during reduction to 

produce an equivalent amount of fuel. A commonly used technique to drive down the 

oxygen partial pressure during reduction is sweeping the reactor with an inert gas. 

Our group at the University of Minnesota’s High Temperature Solar Laboratory 

has designed a reactor to maximize the process efficiency for the isothermal solar 

thermochemical splitting of CO2 and H2O using ceria. The reactor comprises of a solar 
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cavity receiver which contains 6 tubular reactive elements lined along the circumference. 

Figure 1 is a cross-sectional view of the reactor. The reactive element consists of two 

concentric high density, high purity (99.8%) alumina tubes. The outer tube has an outer 

diameter, o.d. of 69.8 mm and an inner diameter of 63.6 mm and is closed at one end. 

The inner tube has an o.d. of 44.4 mm and an i.d. of 38.1 mm. The reactant gas stream 

enters through the inner tube, reverses direction and flows out over the reactive ceria 

pellets (~4 mm diameter) in the annular gap. The reactive elements are housed in a 299.2 

mm diameter, 347 mm long cavity with a 35.6 mm diameter aperture to reach 

temperatures up to 1773 K in the ceria pellet bed using the incident solar radiation of up 

to 3 kW.  

 

Figure 1. Cross-section view of the solar thermochemical reactor showing the 

reactor cavity and reactive elements. The arrows indicate direction of gas flow. The 

figure is not to scale. 

An energy balance on the reactor cavity gives, 

 �̇�𝑠𝑜𝑙𝑎𝑟 = �̇�𝑐ℎ𝑒𝑚 + �̇�𝑙𝑜𝑠𝑠 + �̇�𝑔 (1.1)  
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The term on the left hand side is the amount of solar energy entering the cavity. The first 

term on the right hand side is the reaction energy associated with the splitting of CO2 or 

H2O. The following term includes all the thermal losses from the cavity including 

reradiation and natural convection losses out the aperture and losses through the 

insulation due to conduction and convection. The final term on the right hand side 

represents the sensible heat required to raise the gas temperature from the inlet 

temperature to the reactor temperature (=1773 K). Based on the analysis in [1,2], the 

energy required for sensible heating is found to be significant especially when using 

sweep gas during reduction as is the case here. To obtain high process efficiencies it is 

imperative to preheat the inlet gas stream by effectively recuperating the heat of the 

effluent stream exiting the reactor at 1773 K. Based on a thermodynamic analysis, Bader 

et al. [1] estimates that heat exchanger effectiveness of >0.9 is required to obtain solar-to-

fuel efficiencies of >5 %. Venstrom et al. [2] used experimental data to project reactor 

efficiencies for various heat exchanger effectiveness. The analysis shows that the reactor 

efficiency improves by an order of magnitude from <0.5% to 3.7% as the level of heat 

recuperation increases from 0 to 0.9. These analyses underscore the importance of a 

highly effective gas-phase heat exchanger capable of operating at temperatures up to 

1773 K.  

 The major challenges in designing such a heat exchanger are the high operating 

temperatures and the ability to integrate the heat exchanger with the reactor including 

making gas-tight connections at 1773 K whilst still obtaining high values of 

effectiveness. Operating temperatures of 1773 K limit the materials of construction to 

refractory ceramics like alumina (Al2O3) and silicon carbide (SiC) and designs of gas-
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tight ceramic-ceramic joints at 1773 K are limited to diffusion bonding or shrink-fitting 

[5]. 

 In the present work, the capability of a counterflow alumina RPC filled heat 

exchanger is analyzed. The thesis is organized to guide the reader through the approach 

taken to design, model and test the heat exchanger capable of reliably operating at 

temperatures up to 1773 K and obtaining a heat recovery effectiveness of >0.85 for the 

range of flow rates to be used during reactor operation. Chapter 2 contains a review of the 

literature on the modeling approaches used in prior work to analyze fluid flow and heat 

transfer through porous media. Chapter 3 describes the design and methods used to model 

the heat exchanger in order to optimize foam morphology and geometry of the heat 

exchanger. Chapter 4 is written in a journal paper format and reports an experimental 

study conducted to evaluate the performance of a prototype heat exchanger. Finally, 

chapter 5 concludes the thesis with a summary of the key findings and recommendations 

for future work. 
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Chapter 2 

Literature Review 

The use of open cell foams in heat exchangers is very promising [6-7] due to 

higher specific surface areas, in the range of 500 – 10,000 m-1 for compressed metal 

foams [8], a conductive solid matrix and a more tortuous path for the working fluid which 

promotes mixing. However, the maximum operating temperatures for state-of-the-art 

superalloys is limited to 1123 K due to creep formation [5]. Therefore, ceramic open cell 

foams are required for operating temperatures up to 1773 K as is the case with many solar 

thermochemical processes.  

The fluid flow and heat transfer through open cell foams need to be modeled to 

select the foam morphology namely foam porosity and pore density along with foam 

material to maximize heat transfer and minimize pressure drop. Several analytical [9-13] 

and numerical [14-17] models have been published in the literature which model thermal 

and fluid transport through open cell foams as forced convective heat transfer through a 

porous medium using volume averaged effective properties for the medium. The models 

were verified against experiments conducted primarily with metal foams [18-20]. Lu et al 

[12] and Zhao et al. [13] derived an analytical solution to solve the volumetric mass, 

momentum and energy transport equations in a tube-in-tube foam filled heat exchanger. 

The Brinkman extended Darcy model was solved for momentum transport and the local 

thermal non-equilibrium approach was used to model the energy transport. It is important 

to note that the Dupuit-Forchheimer term which accounts for the pressure drop due to 

inertial effects was neglected. Vafai and Kim [17] have shown that inertial effects can 
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have a significant impact on the pressure drop for highly permeable media like foams 

when the pore scale Re>0.1. 

The accuracy of any analytical and numerical model depends heavily on the 

determination of effective transport properties for the foam namely, permeability, inertial 

coefficient, interfacial heat transfer coefficient and effective thermal conductivity. The 

permeability and inertial coefficient for fluid flow through porous ceramic foam depend 

on the geometric characteristics of the foam. Bhattacharya et al. [10] improved the 

analytical expression obtained by Du Plessis et al. [21] for permeability and inertial 

coefficient by noting that the flow through metal foams is analogous to flow over bluff 

bodies. The improved model correlated well with experimental data obtained by 

Bhattacharya [10] for aluminum and reticulated vitreous carbon (RVC) foams having 

porosity in the range of 94 – 97% and pore density in the range of 5 – 40 pores per inch 

(ppi). Petrasch et al. [22] computed the permeability and inertial coefficient for a pore-

scale Re range of 0.2 – 200 by performing direct pore-level numerical solutions (DPLS) 

on 3-D digital representations of a 86% porous, 10 ppi SiC foam sample obtained by X-

ray tomography. Comparing the results with existing flow models for porous media, 

Petrasch concluded that the Karman-Cozeny equation, with a deviation of 15%, and the 

Ergun equation, with a deviation of 12%, provided the best estimates of permeability and 

inertial coefficient respectively. 

Petrasch [22] also estimated the interfacial heat transfer coefficient by proposing a 

Nu correlation for pore-scale Re in the range of 0.2 – 200, Pr in the range 0.1 – 10 and 

Pe>1. The correlation was derived based on the DPLS results and was in good agreement 

with the experimental results obtained by Younis and Viskanta [20].  
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There are several models which have been proposed to estimate the effective 

conductivity (𝑘𝑒) of porous media. The series model approximates 𝑘𝑒 by considering the 

fluid to pass through two distinct regions. The first consists solely of the fluid phase and 

the second comprises purely of the solid phase. The volumes of the regions are given by 

the volume fractions of the two phases. The parallel model approximates 𝑘𝑒 by 

considering the fluid to pass through the two distinct regions simultaneously. The series 

and parallel models are simplistic models used to determine 𝑘𝑒 and serve to provide the 

lower and upper bounds respectively. They do not represent the structure of any physical 

porous foam.  

The effective conductivity has a strong dependence of the foam structure and the 

foam aspect ratio defined as the ratio of the length to the diameter of the struts [23]. 

Several cubic unit cell models [24-28] were developed to calculate 𝑘𝑒.  The unit cell 

considered for 1-D conduction analysis is some variation of a solid cube with a cubic or 

spherical void, arranged either in an in-line or staggered combination. According to 

Coquard et al. [16] and Kamiuto [29], the Schuetz-Glicksman model [28], developed for 

polyurethane foams, has the best fit with the available experimental data (±30%) for high 

porosity (φ>90%) metal foams obtained by Calmidi and Mahajan [23] and Zhao et al. 

[30]. 

Amongst the analytical models specifically developed for open cell porous foams 

[23, 31, 32], the model developed by Bhattacharya et al. [32] which idealizes the cellular 

morphology of the open cell porous foam into a 2-D representation of hexagonal struts 

and circular intersection nodes, has the best fit with the experimental data obtained by 

Calmidi and Mahajan [23] and direct numerical simulations (DNS) of pore-scale 
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conduction heat transfer performed by Petrasch et al. [33]. Petrasch simulated conduction 

heat transfer in 3-D digital representations of two specimens of 10 ppi Rh-catalyst coated 

SiC foam obtained by high resolution X-ray tomography. The first specimen had a 

nominal porosity of 81% and the second had a nominal porosity of 90%. The results of 

Bhattacharya’s analytical model and the DNS results agreed to within 4% of each other. 

Experiments conducted by Zhao et al. [30] show that the effective solid thermal 

conductivity of a 30 ppi, 90% porous steel alloy (FeCrAlY) foam can be significantly 

higher at 803 K as compared to room temperature measurements due to radiation. Loretz 

et al. [34] have summarized the various analytical models for estimating the radiative 

properties of various foam structures. To obtain accurate results using the analytical 

models, the extinction coefficient (β) and the scattering albedo (ω) are important 

properties which need to be evaluated. Hendricks and Howell [35] evaluated β and ω for 

10, 20 and 65 ppi zirconia (ZrO2) and SiC RPCs using experimental measurements of the 

spectral hemispherical reflectance and transmittance across the wavelength range 0.4 – 5 

µm. The results were used to adjust the empirical parameter in the correlation for β 

developed by Hsu and Howell [36] based on geometrical optics. Petrasch et al. [37] 

applied the Monte-Carlo ray-tracing technique to evaluate β for a 3-D digital 

representation of a 90% porous, 10 ppi SiC obtained by high resolution X-ray 

tomography. The results were found to be in good agreement with the experimental 

results obtained by Hendricks and Howell. 

The Rosseland diffusion approximation and the P1 approximation are two 

approaches to modeling radiative transfer which greatly decrease computational time. 

Hottel and Sarofim [38] have shown that the Rosseland diffusion approximation is valid 



9 

 

when the medium absorbs and scatters radiation isotropically. However, experimental 

measurements by Glicksmann et al. [39] have shown scattering in foams to be highly 

anisotropic. Glicksmann recommends that to apply Rosseland, the foam must be 

‘optically thick’. The ‘optical thickness’ (𝜏𝐿) is a dimensionless parameter which is equal 

to the product of the extinction coefficient and the optical path length. Hischier et al. [40] 

used both approaches to evaluate the volumetric radiative flux for 81% porous, 10 ppi 

RPC concentrically lined by two cylinders. The optical thickness was ~3. Hischier 

concluded that the P1 approximation was the most accurate approach. The Rosseland 

approximation led to inaccurate results due to the relatively small optical thickness.  

Doermann and Sacadura [41] applied the Rosseland diffusion approximation successfully 

to evaluate radiative heat transfer for 10 ppi carbon foam with an optical thickness of 

~13. 
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Chapter 3 

Design and modeling of the heat exchanger 

3.1 Design 

The design of the counterflow reticulate porous ceramic (RPC) heat exchanger is 

constrained by the methods available to integrate the heat exchanger with the reactor and 

operating temperatures up to 1773 K as introduced in chapter 1. As discussed in chapter 

2, the use of superalloys are limited to 1123 K due to a significant decline in their 

thermo-mechanical properties [5] which limits the materials of construction to ceramics 

such as alumina (Al2O3) and silicon carbide (SiC). Gas tight seals are also required at the 

interface of the reactor cavity and the heat exchanger which necessitates ceramic-ceramic 

bonding at 1773 K. In light of these constraints, an alumina tube-in-tube heat exchanger 

(HX) is proposed as shown schematically in figure 3.1. The heat exchanger is an 

extension of the reactive element and is integrated with the element by means of a shrink-

fit joint with an alumina collar. The radii of the inner and outer tubes are fixed to match 

the radii of the tubes in the reactive element for ease of integration with the shrink-fit 

collar joint at 1773 K. (The effect of varying the radial dimensions on the HX 

performance is analyzed in Appendix A). The inner tube has an inner diameter (i.d.), D1, 

of 38.1 mm and outer diameter (o.d.), D2, of 44.4 mm whilst the outer tube has an i.d., 

D3, of 63.6 mm, and o.d. of 69.9 mm. Both tubes are constructed of the same purity dense 

alumina as used in the reactive element to match the coefficient of thermal expansion. 

The tube and the annular region are filled with alumina reticulate porous ceramic (RPC) 

to significantly boost the surface area for heat transfer between the hot and cold gas 

streams. SiC despite its higher bulk solid thermal conductivity is not selected as it is 
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actively oxidizes at temperatures above 1673 K and poses challenges in high temperature 

gas connections (explained in greater detail in Appendix B). Alumina does not share 

these problems and is therefore selected as the RPC material. 

To specify the design of the heat exchanger, the length of the heat exchanger (L) 

and the RPC morphology i.e. porosity and pore density are selected based on the results 

of a fluid flow and heat transfer analysis of the heat exchanger. 

    (a)       (b) 

Figure 3.1 (a) Cross-section and (b) front section view of a single counterflow 

alumina RPC filled tube-in-tube heat exchanger. The figure is not to scale. 

3.2 Modeling 

3.2.1 Overview 

 The heat exchanger was specified using a two-step modeling approach. In the first 

modeling step, the effect of porosity and pore density of the alumina RPC on the fluid 

flow and heat transfer performance of the heat exchanger as a function of gas flow rate 

was analyzed. The non-dimensional volume-averaged equations of mass and momentum 

for hydraulically fully developed forced convective flow through the RPC-filled tube and 

annulus of the heat exchanger were solved to obtain dimensionless velocity profiles. The 

dimensionless temperature profiles were obtained using the analytical solution to the 

volume-averaged energy equation derived by Lu and Zhao et al. [12, 13]. The computed 
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profiles are used to calculate the overall heat transfer coefficient, Ut, and pressure drop 

per unit length, Δp/L, which are used to quantify the hydraulic and thermal performance. 

For a given set of flow rates (�̇�𝑐 and �̇�ℎ) and hot and cold inlet temperatures (𝑇ℎ,𝑖 and 

𝑇𝑐,𝑖), a higher Ut leads to higher heat transfer between the hot and cold stream and 

consequently, higher heat exchanger effectiveness, 

 

𝜖 =
�̇�𝑐 (�̅�𝑐(𝑇𝑐,𝑜) − �̅�𝑐(𝑇𝑐,𝑖))

�̇� (�̅�(𝑇ℎ,𝑖) − �̅�(𝑇𝑐,𝑖))|
𝑚𝑖𝑛

=
�̇�ℎ (�̅�ℎ(𝑇ℎ,𝑖) − �̅�ℎ(𝑇ℎ,𝑜))

�̇� (�̅�(𝑇ℎ,𝑖) − �̅�(𝑇𝑐,𝑖))|
𝑚𝑖𝑛

=
𝑈𝑡𝐴𝑡(𝑇ℎ − 𝑇𝑐)

�̇� (�̅�(𝑇ℎ,𝑖) − �̅�(𝑇𝑐,𝑖))|
𝑚𝑖𝑛

 

(3.1)  

Therefore, the chosen combination of RPC material, porosity and pore density should 

maximize Ut (>150 W m-2 K-1) and provide an acceptable value of Δp/L (<2×104 Pa m-1). 

The input parameters for the analysis are listed in Table 3.1. The chosen gas flow rate of 

6.4×10-2mol s-1 is representative of the flow rates expected during reduction (5×10-2mol s-

1 to 8.9×10-2mol s-1) for CO2 splitting. At pore densities below 10 ppi, the volume-

averaging approach to solving the transport equations in the annulus breaks down since 

the annular gap (domain length) is of the same order of magnitude as the pore diameter. 

Therefore, pore densities below 10 ppi are not modeled in this study. 

Table 3.1 Baseline values and ranges studied for first modeling step 

Input Baseline Parametric range 

𝑅1 19.1 mm - 

𝑅2 22.2 mm - 

𝑅3 31.8 mm - 

�̇� 6.4×10-2 mol s-1 - 

𝜙 0.85 0.7, 0.75, 0.8, 0.85, 0.9 

𝑝𝑝𝑖 10 10, 20, 30 

𝑘𝑠
1 30 – 5.6 W m-1 K-1 (Alumina) - 

𝑘𝑓
1 0.03 – 0.12 W m-1 K-1 (Nitrogen) - 

 

1over the temperature range 298 – 1773 K 
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 With the porosity and pore density of the alumina RPC selected, the length of the 

heat exchanger is specified based on the results of a 1-D radially lumped, numerical 

model in the second modeling step. The numerical model evaluates the gas outlet 

temperatures, heat exchanger effectiveness, 𝜖, and pressure drop across the heat 

exchanger, Δ𝑝, for a given length, L, gas flow rate, �̇� and gas inlet temperatures. The hot 

and cold gas inlet temperatures are fixed at 1773 K and 298 K respectively. The gas flow 

rate is specified by an energy balance on the solar thermochemical reactor as described 

by Venstrom et al. [2]. In the energy balance, one of the inputs is the temperature of the 

gas entering the reactor which is equivalent to the gas temperature at the cold outlet of the 

heat exchanger downstream. The gas temperature at the cold outlet, Tc,o, is obtained from 

the numerical model. Consequently, the energy balance (input: Tc,o; output: �̇�) and the 

numerical model (input: �̇�; output: Tc,o) are coupled and need to be solved iteratively to 

obtain converged values of �̇� and Tc,o for a specified L. The energy balance is given in eq 

(3.2), 

 
𝑞solar =

𝜎𝑇R
4

𝐶𝐼
𝑞solar + 𝐹𝐿𝑞solar (1 −

𝜎𝑇R
4

𝐶𝐼
) + �̅̇�f

′ × Δ𝐻r|𝑇R

+ (
𝜏𝑟𝑑

𝜏𝑟𝑑 + 𝜏𝑜𝑥
) �̇�𝑠𝑔

′ [�̅�sg(𝑇R) − �̅�sg(𝑇sg,c,o)]

+ (
𝜏𝑜𝑥

𝜏𝑟𝑑 + 𝜏𝑜𝑥
) �̇�𝑜𝑥

′ [�̅�ox(𝑇R) − �̅�ox(𝑇ox,c,o)] 

(3.2)  

The term on the left hand side represents the solar input per unit mass of ceria. The first 

term on the right hand side accounts for the energy lost to reradiation assuming a 

blackbody cavity receiver and a concentration ratio (𝐶) of 3000 at the cavity aperture. 

The second term accounts for the energy lost due to convection and conduction through 
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the reactor insulation as afraction of the absorbed solar input (𝐹𝐿). Based on a thermal 

analysis of the reactor insulation, 𝐹𝐿 is fixed at 0.32. The third term is the energy sink 

associated with the fuel production reaction where �̅̇�f
′ is the average rate of fuel produced 

per unit mass of ceria and Δ𝐻r|𝑇R
is the reaction enthalpy evaluated at the reactor 

temperature, 𝑇R fixed at 1773 K. The last two terms on the right hand side account for the 

sensible heat required to raise the temperatures of the sweep gas and oxidizer streams 

from the cold outlet of the heat exchanger, 𝑇sg,c,o and 𝑇ox,c,o, to 𝑇R. The ceria mass specific 

sweep gas and oxidizer flow rates, �̇�𝑠𝑔
′  and �̇�𝑜𝑥

′ , are fixed at 1×10-4mols-1 g-1 and 3.4×10-

5mol s-1 g-1 for CO2 splitting. The durations of reduction, 𝜏𝑟𝑑, and oxidation, 𝜏𝑜𝑥, are 100 

s. The flow rates and durations are selected to maximize reactor efficiency based on 

experimental studies performed by Venstrom et al. [2]. 𝑇sg,c,o and 𝑇ox,c,o are evaluated by 

the 1-D numerical model. After evaluating 𝑞solar, the ceria mass in the reactor is 

calculated as, 

 
𝑚𝑐𝑒𝑟𝑖𝑎 =

�̇�𝑖
𝑞𝑠𝑜𝑙𝑎𝑟

 (3.3)  

where, the solar input to the reactor, �̇�𝑖, is fixed at 3 kW. The gas flow rates required as 

inputs to the numerical model, �̇�𝑠𝑔and �̇�𝑜𝑥, are subsequently obtained by scaling the ceria 

mass specific flow rates with 𝑚𝑐𝑒𝑟𝑖𝑎. The values of the input parameters to the energy 

balance are listed in Table 3.2. 

 The reactor efficiency,𝜂, is used as the performance metric to specify L, 

 
𝜂 =

�̅̇�f
′ ∗ 𝐻𝐻𝑉f

𝑞𝑠𝑜𝑙𝑎𝑟 + 𝑝𝑝𝑢𝑚𝑝
 (3.4)  
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The pumping power per unit mass of ceria required to drive the gas flow through the heat 

exchanger, 𝑝𝑝𝑢𝑚𝑝, is defined as 

 
𝑝𝑝𝑢𝑚𝑝 =

1

𝑚𝑐𝑒𝑟𝑖𝑎

1

𝜂𝑝𝑢𝑚𝑝

γ

γ − 1
�̇�𝑅𝑇𝑖 ((

𝑝𝑜
𝑝𝑖
)

γ−1

γ
− 1) 

(3.5)  

where, 𝜂𝑝𝑢𝑚𝑝 is the isentropic pumping efficiency, γ is the ratio of the specific heat at 

constant pressure to the specific heat at constant volume for the gas, 𝑅 is the universal 

gas constant, 𝑇𝑖 is the gas inlet temperature to the pump, 𝑝𝑖 is the gas pressure at the 

pump inlet and 𝑝𝑜 is the pressure at the pump outlet, 

 𝑝𝑜 = 𝑝𝑖 + Δ𝑝 (3.6)  

Table 3.2 Input parameters for the reactor energy balance 

Input Value 

𝑇𝑅 1773 K 

𝜎 5.67×10-8 W m-2 K-4 

𝐶 3000 

𝐼 1000 W m-2 

𝐹𝐿 0.32 

�̅̇�f
′ 7.8×10-8 mol s-1 g-1 

�̇�𝑠𝑔
′ 3

 1×10-4 mol s-1 g-1 

�̇�𝑜𝑥
′ 3

 3.4×10-5 mol s-1 g-1 

𝜏𝑟𝑑 100 s 

𝜏𝑜𝑥 100 s 

𝑇i 298 K 

�̇�𝑖𝑛 3000 W 

𝐻𝐻𝑉f
2 2.8×105 J mol-1 

𝜂𝑝𝑢𝑚𝑝 0.8 

γ 1.4 (sweep gas) 

1.28 (oxidizer) 

R 8.314 J mol-1 K-1 

L 1.4 m 
 

1over the temperature range 298 – 1773 K 
2for CO 
3evaluated at T=298 K and P=1 bar 

 



16 

 

The coupled reactor energy balance and numerical model are solved for a range of 

heat exchanger lengths, 0.05≤ L≤1.6 m. The selected heat exchanger length maximizes 𝜂.  

3.2.2 The overall heat transfer coefficient  

The overall heat transfer coefficient based on the inner surface area of the tube, 

𝑈𝑡, along with the pressure drop per unit length in the annulus, 
Δ𝑝𝑎𝑛

L
, and the tube, 

Δ𝑝𝑡

L
, are 

obtained by solving the non-dimensional steady-state volume averaged mass and 

momentum transport equations for fluid flow through porous media and using the 

analytical solution for the energy transport equation derived by Lu and Zhao et al [12, 

13]. 

To obtain a solution of the non-dimensional mass and momentum equations, the 

flow is assumed to be hydraulically and thermally fully developed i.e. 
𝜕�⃗⃗� 

𝜕𝑥
= 0 and 

𝜕𝑇𝑓

𝜕𝑥
=

𝜕𝑇𝑠

𝜕𝑥
=

𝜕𝑇𝑤

𝜕𝑥
= 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡, the porous medium is assumed to be homogeneous and isotropic 

and all thermophysical properties of the solid and fluid are assumed to be independent of 

temperature. Based on these assumptions, on introducing the non-dimensional variables, 

𝐷 =
𝐾

𝑅1
2, 𝜓 =

𝑟

𝑅1
, 𝑈 =

𝑢

𝑢𝑡
, 𝑃 =

(
𝑑𝑝

𝑑𝑥
)

(
𝜇𝑓�̅�𝑡

𝐾
+𝜌𝑓𝐹𝑢𝑡

2)
, 𝑅𝑒𝐷1 =

𝜌𝑓𝑢𝑡2𝑅1

𝜇𝑓
, 𝐶𝐹 =

𝐹𝑅1

2
, the mass and 

momentum equations are given by eqs (3.7) and (3.8), 

 1

𝐴
∫𝑈𝑑𝐴 = 1 (3.7)  

 
0 = −𝑃 (

1

𝐷
+ 𝑅𝑒𝐷1𝐶𝐹) +

1

𝜙𝜓

𝜕

𝜕𝜓
(𝜓

𝜕𝑈

𝜕𝜓
) −

U

D
− 𝑅𝑒𝐷1𝐶𝐹𝑈

2 
(3.8)  

for the tube. For the annulus, the characteristic length scale, 𝑅1 is replaced by the outer 

radius of the inner tube, 𝑅2. The dimensionless pressure drop, 𝑃 and the dimensionless 
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radial velocity, 𝑈 are obtained by solving eq (3.7) and eq (3.8) simultaneously using the 

finite volume technique outlined by Patankar [43]. Figure 3.2 shows a sketch of the 

modeling domain along with the prescribed boundary conditions. The modeling domain 

is discretized radially into ‘m’ finite volumes with nodes placed in the middle of each 

volume. Two additional nodes are placed at the boundaries of the domain. The nodal 

velocities are solved iteratively and converge when the condition √∑ (
𝑢𝑝
𝑘+1−𝑢𝑝

𝑘

𝑢𝑝
𝑘 )

2
𝑚+2
𝑝=1 <

10−6 is satisfied for two consecutive iteration steps k and k+1. 

 

Figure 3.2 Modeling domain with boundary conditions for the numerical solution of 

the dimensionless mass and momentum equations.  

The non-dimensional energy equations for the solid and fluid phases have been 

solved analytically by Lu et al. [12] and Zhao et al. [13] respectively, to obtain the 

dimensionless solid phase (𝜃𝑠) and fluid phase (𝜃𝑓) radial temperature distributions used 

here. To obtain an analytical solution, Lu and Zhao make a series of simplifying 

assumptions in addition to the assumptions made for the numerical solution to the mass 

and momentum equations: 

 The outer wall of the outer tube is perfectly insulated. 
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 A uniform heat flux is applied on the inner tube wall boundary. 

 The effect of thermal dispersion and natural convection is negligible. 

 There is no axial conduction along the tube wall and radial conduction in the wall 

is modeled assuming a logarithmic temperature distribution. 

 Radiation heat transfer in the solid phase is modeled using the Rosseland 

diffusion approximation which defines a ‘radiative’ conductivity, 

 
𝑘𝑟𝑎𝑑 =

16𝜎𝑇𝑠
3

3𝛽
 

(3.9)  

The assumption of an adiabatic outer tube is unrealistic. Applying the Rosseland 

diffusion approximation even though the optical thickness of the annular foam, defined as 

the product of the extinction coefficient (𝛽) and the annular gap, is <10 for 10 ppi foam 

can overestimate the radiative source term as discussed in the earlier chapter and shown 

in [40]. Axial conduction in the tube walls is neglected and conduction in the radial 

direction is modeled using a simplified analytical expression which precludes a reliable 

stress analysis of the tubes. These limitations are absent in a more sophisticated 2-D 

axisymmetric finite element model of the heat exchanger developed by Bala Chandran 

[42]. 

Based on these simplifying assumptions, on introducing the dimensionless 

variables, 𝐵 =
ℎ𝑠𝑓�̃�𝑅1

2

𝑘𝑠𝑒
, 𝜓 =

𝑟

𝑅1
, 𝑈 =

𝑢

𝑢𝑡
, 𝐴 =

𝑘𝑓𝑒

𝑘𝑠𝑒+𝑘𝑟𝑎𝑑
, 𝜃 =

𝑇−𝑇𝑤

𝑞𝑤𝑅/𝑘𝑠𝑒
, the non-dimensional 

energy equation for the solid phase is given by 

 
𝐵(𝜃𝑠 − 𝜃𝑓) =

𝜕2𝜃𝑠
𝜕𝜓2

+
1

𝜓

𝜕𝜃𝑠
𝜕𝜓

 (3.10)  

and for the fluid phase is given by 
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2𝑈 = 𝐴(

𝜕2𝜃𝑓

𝜕𝜓2
+
1

𝜓

𝜕𝜃𝑓

𝜕𝜓
) + 𝐵(𝜃𝑠 − 𝜃𝑓) (3.11)  

Eqs (3.10) and (3.11) are Bessel differential equations in 𝜃𝑠 and 𝜃𝑓 whose canonical 

solutions are modified Bessel functions of the 1st and 2nd kind.  

The effective fluid flow and thermal transport properties of the porous medium 

are estimated from existing correlations developed for open cell foams. Table 3.3 

summarizes the various correlations used to evaluate the properties and cites their 

sources. As mentioned in the previous chapter, although most of the correlations are 

based on experimental data for open cell metal foams, they have been found to correlate 

well with data obtained for RPCs [22, 23, 57]. Metal and ceramic open cell foams 

manufactured using the sintering technique have similar features including dodecahedral 

unit cells and triangular hollow struts. As the effective transport properties primarily 

depend on foam morphology, a good correlation can be obtained between metal and 

ceramic foams. 

With the dimensionless pressure drop, velocity and temperature profiles known, 

the overall heat transfer coefficient and axial pressure gradients can be calculated. The 

overall heat transfer coefficient based on the inner surface area of the tube is given by 

 
𝑈𝑡 =

1

(
1

ℎ̅𝑡
+

𝑅1𝑙𝑛(𝑅2/𝑅1)

𝑘𝑤
+

𝑅1

𝑅2ℎ̅𝑎𝑛
)
 

(3.12)  

The average heat transfer coefficient averaged over the inner surface area of the tube is 

given by 

 

 

ℎ̅𝑡 = −
𝑘𝑠𝑒

�̅�𝑓𝑡𝑅1
 

(3.13)  
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Table 3.3 Determination of effective transport properties of RPCs 

Property Correlations for open cellular foams  Source 

𝑑𝑝 
𝑑𝑝 =

0.0254

𝑝𝑝𝑖
 m [32] 

𝑑𝑠𝑡 
𝑑𝑠𝑡 = 1.18𝑑𝑝√

1 − 𝜙

3𝜋
(1 − 𝑒−(

1−𝜙
0.04⁄ ))

−1

m [32] 

�̃� 

�̃� =
3𝜋𝑑𝑠𝑡 (1 − 𝑒−(

1−𝜙
0.04⁄ ))

(0.59𝑑𝑝)
2  m−1 [32] 

𝐾 
𝐾 =

𝜙3

𝑘𝐾�̃�
2
 m2 [22, 32] 

𝐹 
𝐹 =

0.3�̃�

𝜙3
 m−1 [22, 32] 

ℎ𝑠𝑓 ℎ𝑠𝑓 =
𝑘𝑓

𝑑𝑝
(1.559 + 0.5954𝑅𝑒𝑑𝑝

0.5626𝑃𝑟0.472)  Wm−2K−1; 

0.2 < 𝑅𝑒𝑑𝑝 < 200 
[20, 22] 

𝑘𝑠𝑒 
𝑘𝑠𝑒 =

0.8(1 − 𝜙)𝑘𝑠
3

 Wm−1K−1 [16, 28, 29] 

𝑘𝑓𝑒 𝑘𝑓𝑒 = 𝜙𝑘𝑓 Wm
−1K−1 [16, 28, 29] 

𝛽
 𝛽 =

4.4

𝑑𝑝
(1 − 𝜙) m−1 

[35, 36, 37] 

 

where, �̅�𝑓𝑡is the dimensionless bulk-mean fluid temperature in the tube and is calculated 

by 

 
�̅�𝑓𝑡 = 2∫ 𝑈𝜃𝑓𝜓𝑑𝜓

1

0

 (3.14)  

The heat transfer coefficient averaged over the annulus is given by 

 
ℎ̅𝑎𝑛 = −

𝑘𝑠𝑒

�̅�𝑓𝑎𝑛𝑅2
 (3.15)  

where, �̅�𝑓𝑎𝑛 is the dimensionless bulk-mean fluid temperature in the annulus and is 

calculated by 

 

�̅�𝑓𝑎𝑛 = 2∫ 𝑈𝜃𝑓𝜓𝑑𝜓

𝑅3
𝑅2

1

 (3.16)  

The axial pressure gradient in the inner tube is given by 

 Δ𝑝𝑡
L

= (
𝜇𝑓�̅�𝑡

𝐾
+ 𝜌𝑓𝐹�̅�𝑡

2)𝑃𝑡 (3.17)  
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The axial pressure gradient in the annulus is given by 

 Δ𝑝𝑎𝑛
L

= (
𝜇𝑓�̅�𝑎𝑛

𝐾
+ 𝜌𝑓𝐹�̅�𝑎𝑛

2 )𝑃𝑎𝑛 
(3.18)  

 

3.2.3 Numerical model 

A 1-D, radially lumped, numerical model was developed to determine the 

effectiveness, 𝜖, and the total pressure drop across the heat exchanger (Δ𝑝) as a function 

of the gas flow rate, �̇�, and the heat exchanger length, L. Due to the difference in gas 

flow rate and composition during reduction and oxidation, the heat exchanger is sized for 

the higher thermal capacitance flow which for the case of CO2 splitting is the reduction 

sweep gas flow. To capture the temperature-dependent thermophysical properties of the 

gas and the temperature-dependent effective transport properties of the RPC, the hot and 

cold sides of the HX were discretized into ‘n’ finite volume elements of length ‘Δx’. 

Each finite volume element is a heat exchanger whose inlet conditions are the outlet 

conditions of the element preceding it. 

The outlet temperature of a finite volume element ‘j’ is obtained from an energy 

balance given by eq (3.19) and shown schematically in figure 3.3, 

 �̇�ℎ𝑐𝑝,ℎ(𝑇ℎ,𝑖)Δ𝑇ℎ|𝑗 = �̇�𝑐𝑐𝑝,𝑐(𝑇𝑐,𝑖)Δ𝑇𝑐|𝑗 = �̇�𝑗 (3.19)  

Therefore, 

 
𝑇ℎ,𝑜|𝑗 = 𝑇ℎ,𝑖|𝑗 −

�̇�𝑗

�̇�ℎ𝑐𝑝,ℎ(𝑇ℎ,𝑖)|𝑗

 (3.20)  

for the hot stream, and, 

 
𝑇𝑐,𝑜|𝑗 = 𝑇𝑐,𝑖|𝑗 +

�̇�𝑗

�̇�𝑐𝑐𝑝,𝑐(𝑇𝑐,𝑖)|𝑗

 (3.21)  
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for the cold stream. The heat transferred from the hot stream to the cold stream in the 

element ‘j’, is given by 

 �̇�𝑗 = 2𝜋𝑅1Δ𝑥𝑈𝑡,𝑗Δ𝑇𝑗 (3.22)  

where Δ𝑇𝑗 is the temperature difference between the hot and cold streams for each 

element ‘j’, 

 Δ𝑇𝑗 = 𝑇ℎ,𝑖|𝑗 − 𝑇𝑐,𝑖|𝑗 (3.23)  

The overall heat transfer coefficient based on the inner surface area of the tube for the 

element ‘j’, 𝑈𝑡,𝑗, is obtained using eq (3.12) described in section 3.2.2. 

 

Figure 3.3 Energy flows in a finite volume element ‘j’ of the HX. 

The pressure at the outlet of element ‘j’ is obtained using eq (3.24) for the tube 

and eq (3.25) for the annulus, 

 
𝑝𝑡,𝑜|𝑗 = 𝑝𝑡,𝑖|𝑗 +

Δ𝑝𝑡
Δ𝑥

|
j
Δ𝑥 (3.24)  

 
𝑝𝑎𝑛,𝑜|𝑗 = 𝑝𝑎𝑛,𝑖|𝑗 +

Δ𝑝𝑎𝑛
Δ𝑥

|
j
Δ𝑥 (3.25)  

To evaluate the temperature and pressure profiles in the heat exchanger, the 

overall heat transfer coefficient,𝑈𝑡,𝑗, and the axial pressure gradients, 
Δ𝑝𝑡

Δ𝑥
|
j
and 

Δ𝑝𝑎𝑛

Δ𝑥
|
j
 for 
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element ‘j’ are calculated by solving the volume averaged mass, momentum and energy 

equations for porous media as described in section 3.2.2. These parameters depend on the 

local thermophysical properties of the gas and the local temperature dependent transport 

properties of the RPC. Thus, an iterative solution for the temperature profile is required. 

The solution is said to have converged when the condition √∑ (
𝑇𝑗
𝑘+1−𝑇𝑗

𝑘

𝑇𝑗
𝑘 )

2
𝑛
𝑗=1 < 10−6 is 

satisfied for two consecutive iteration steps k and k+1.  

Once the temperature profiles on the hot and cold sides of the heat exchanger 

have converged, the total heat transfer in the heat exchanger is calculated using eq (3.26) 

and the total pressure drop across the heat exchanger is calculated using eq (3.27), 

 
�̇� =∑2𝜋𝑅1Δ𝑥𝑈𝑡,𝑗Δ𝑇𝑗

𝑛

𝑗=1

 (3.26)  

 
Δ𝑝 =∑Δ𝑝𝑎𝑛|𝑗

𝑛

𝑗=1

+∑Δ𝑝𝑡|𝑗

𝑛

𝑗=1

 (3.27)  

Finally, the effectiveness of the heat exchanger is given by eq (3.1). 

3.2.4 Results and Discussion 

3.2.4.1 Selecting RPC morphology and composition 

 Figure 3.4 shows the variation of the overall heat transfer coefficient with foam 

morphology namely, porosity and pore density, for alumina RPC. From the figure, it can 

be seen that as porosity (φ) increases from 0.7 to 0.9, Ut decreases from 166 to 152 W m-2 

K-1 for 10 ppi foam despite a decrease in the extinction coefficient (Table 3.3) which in 

turn, increases the radiative conductivity, eq (3.9). Similar trends are observed for all 

pore densities considered. The decrease in Ut with increase in φ is attributed to a decrease 
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in the solid volume fraction of the porous media which reduces the effective solid phase 

thermal conductivity of the media. The results show that for the range of porosities 

studied, the effect of heat diffusion due to pure conduction through the solid phase 

outweighs the effect of radiation. Increasing the pore density from 10 to 30 ppi leads to a 

decrease in Ut for the range of porosities considered despite increasing the specific 

surface area available for heat transfer from the solid to the fluid phase in the media from 

1590 m-1 to 4760 m-1. Increasing the pore density from 10 to 30 ppi increases the 

extinction coefficient by an order of magnitude, 416 to 1247 m-1 for φ=0.85. As the 

extinction coefficient increases, radiation is attenuated. Consequently, U decreases from 

153 to 104 W m-2 K-1 for φ=0.85. Similar trends are observed for all porosities 

considered. The results show that for the range of pore densities studied, radiation 

dominates over convection. 

 
Figure 3.4 Variation of overall heat transfer coefficient with foam morphology. 

 Figure 3.5 shows the variation of the pressure drop across the heat exchanger with 

porosity and pore density for alumina RPC. As expected, the pressure drop increases with 

an increase in the solid volume fraction and pore density of the media due to increased 
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pore-level viscous drag and form drag forces. For φ=0.85, the pressure drop increases 

from 1.3×104 to 6.6×104 Pa m-1 as the pore density increases from 10 to 30 ppi. Similar 

trends are observed for all porosities considered. The pressure drop across the heat 

exchanger affects the pressure in the ceria bed preceding it in the reactor and 

consequently the ceria thermodynamics (as discussed in greater detail in Appendix C). 

Assuming the partial pressure of oxygen in the ceria bed is constant and is equal to the 

partial pressure of oxygen at the bed inlet, for an oxygen concentration of 10 ppm during 

reduction, the equilibrium fuel production is estimated to decrease by 16% relative to the 

fuel produced with a ceria bed pressure of 1×105 Pa during oxidation for a 70% porous, 

10 ppi foam. Increasing the porosity to 90% reduces the pressure in the bed significantly. 

Therefore, the equilibrium fuel produced is estimated to decrease only marginally by 

2.5% relative to the base case of 1×105 Pa pressure in the ceria bed. 

 

Figure 3.5 Variation of pressure drop across the heat exchanger with foam 

morphology. 

Based on these results, a porosity of 85% and pore density of 10 ppi is selected as 

it significantly enhances the heat transfer in the media (>150 W m-2) and provides 



26 

 

acceptable pressure drop (<2×104 Pa m-1), reducing the equilibrium fuel production by a 

marginal 4% relative to the base case. 

3.2.4.2 Selecting the heat exchanger length 

 Figure 3.6 is a plot of the heat exchanger effectiveness as a function of L. The 

effectiveness as expected increases asymptotically with length and is almost flat beyond a 

length of 0.8 m with a marginal 4.4% and 2.5% relative increase in reduction and 

oxidation heat exchanger effectiveness when increasing the length from 0.8 to 1.6 m. 

 

Figure 3.6 Variation of reduction and oxidation heat exchanger effectiveness with 

length for 85% porous, 10 ppi alumina RPC. 

Figure 3.7 shows the variation of the reactor efficiency with heat exchanger 

length. The efficiency initially increases from 0.8% to a peak of 2.8% as the length 

increases from 0.05 to 1.4 m before starting to decrease at L=1.6 m. The relative percent 

increase in 𝜂 decreases from 27.8% when increasing the length from 0.1 to 0.2 m to 0.4% 

when increasing the length from 1.2 to 1.4 m. The decrease in the relative percent 

increase in 𝜂 shows the diminishing returns with increases in L. To maximize η, the 

length of 1.4 m which corresponds to the peak efficiency is selected. The complete design 
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specifications of the heat exchanger for reduction and oxidation for CO2 splitting are 

listed in Table 3.4. 

 

Figure 3.7 Variation of reactor efficiency with heat exchanger length for 85% 

porous, 10 ppi alumina RPC. 

 

Table 3.4 Heat exchanger design specifications 

Design Parameter Value 

Inner tube inner radius  19.1 mm 

Inner tube outer radius  22.2 mm 

Outer tube inner radius  31.8 mm 

Outer tube outer radius  34.9 mm 

Length  1.4 m 

Sweep gas flow rate (N2) 8.5×10-2 mol s-1
 

Effectiveness of heat recovery  (reduction) 90.3% 

Pressure drop across heat exchanger (reduction) 2.8×104 Pa 

Heat transfer duty (reduction) 3731 W 

Oxidizer flow rate (CO2) 2.8×10-2 mol s-1 

Effectiveness of heat recovery (oxidation) 94.5% 

Pressure drop across heat exchanger (oxidation) 6×103 Pa 

Heat transfer duty (oxidation) 2044 W 

3.2.4.3 Comparison with 2-D CFD model 

As explained in section 3.2.2, the 1-D numerical model makes a number of 

simplifying assumptions which are overcome by a more sophisticated 2-D axisymmetric 

finite element model of the heat exchanger developed by Bala Chandran [42].  
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Figures 3.8 and 3.9 compare the performance predicted by the 1-D model and 2-D 

models for a 1.4 m long, 10 ppi alumina RPC filled heat exchanger. The 1-D model 

overestimates the radiative source term as defined in eq (3.9) at higher porosities. 

Consequently, the difference in the predicted effectiveness between the two models 

increases from 0.6% to 1% relative to the effectiveness predicted by the 1-D model as the 

porosity increases from 0.8 to 0.9. The pressure drop variations between the two models 

can be attributed to the differences in the temperature dependent thermophysical and 

effective transport properties of the porous media in the two models due to a variation in 

the estimated steady state temperature distributions. 

 

Figure 3.8 Comparison of estimated effectiveness as a function of foam porosity for 

a 1.4 m long, 10 ppi alumina RPC filled heat exchanger. 
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Figure 3.9 Comparison of estimated pressure drop as a function of foam porosity for 

a 1.4 m long, 10 ppi alumina RPC filled heat exchanger. 

 

However, neither model takes into account the effect of contact resistance at the 

interface of the tube walls and the RPC and the effect of bypass flow. To analyze the 

impact of these effects, the hydraulic and thermal performance of a heat exchanger 

prototype is evaluated experimentally. 
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Chapter 4 

Experimental investigation of alumina reticulate porous ceramic heat 

exchanger for high temperatures 

The performance of a prototype alumina heat exchanger filled with reticulated 

porous alumina which was designed to recover sensible heat from inert and reactive gases 

flowing through a high temperature solar reactor for splitting CO2 was measured at 600 K 

and 1240 K.  The heat exchanger comprises of two concentric alumina tubes. The outer 

tube has an i.d. of 66.6 mm and an o.d. of 71.2 mm and the inner tube has an i.d. of 38 

mm and an o.d. of 46 mm. The length of the heat exchanger is 0.4 m. The alumina RPC 

has a nominal porosity of 80% and a nominal pore density of 5 pores per inch (ppi) with a 

surface area to volume ratio of 917 m-1. Measurements include the permeability, inertial 

coefficient, overall heat transfer coefficient, effectiveness and pressure drop over 

Reynolds numbers of 453-659 in the tube and 216-422 in the annulus. The overall heat 

transfer coefficients were 26-32 W m-2 K-1 at 600 K and 36-41 W m-2 K-1 at 1240 K for 

fixed hot stream molar flow rate of 1.7×10-2 mol s-1 and cold stream molar flow rates of 

1.8×10-2 -2.7×10-2 mol s-1 with low pressure drops up to 1023 Pa. 

4.1 Introduction 

 High temperature heat exchangers (HTHEs), arbitrarily defined to operate above 

1123 K, are key to obtaining high process efficiencies in widespread applications 

including gas turbines [44-45], diesel combustion systems [46] and hydrogen production 

from sulfuric acid decomposition [8, 47-50]. Extensive work has been carried out on the 

design, modeling and fabrication of HTHEs since the 1980s. Strumpf et al. [51] in 1982 
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fabricated one of the earliest HTHEs. Straight fins made of siliconized silicon carbide 

(Si-SiC) fins with a height of 9.53 mm and thickness of 1.02 mm were precision cast and 

diffusion bonded to a slip cast siliconized silicon carbide (Si-SiC) cylindrical solar cavity 

receiver. Following the work by Strumpf [51], more complicated fin geometries were 

investigated [47, 49-50]. Urquiza [49] developed a counterflow net-shaped off-set strip 

fin heat exchanger made of a Ni superalloy, Inconel 617, with molten lithium fluoride 

(LiF) salt and He as the two working fluids. Schmidt et al. [47] improved upon the design 

by replacing Inconel 617 with SiC which has superior thermal and mechanical properties 

at high temperatures (>1123 K).  

With the advancement of manufacturing methods, more compact plate-type micro 

channel heat exchangers have been developed to operate up to 1473 K [5, 47-50]. 

Meschke and Kayser [50] describe a parallel-plate compact heat exchanger for liquid-

liquid heat exchange formed by milling micro channels in a Si-SiC plate and diffusion 

bonding the plates to form a stack. Lewinsohn et al. [5] analyzed numerically the same 

heat exchanger for liquid-gas heat exchange. Knitter et al. [52] modeled and outlined the 

manufacturing process of a similar modular ceramic heat exchanger using injection 

molding, for He flow rates up to 4.9 mol s-1 at 1223 K. Alm et al. [53] used the method 

outlined by Knitter [52] to fabricate and test two 17 micro channel alumina (Al2O3) heat 

exchangers in crossflow and counterflow configurations with liquid water as the working 

fluid.  

Open cell foams have also shown great promise as heat exchange media, 

especially for the cooling of electronics, with significantly higher heat transfer rates and 

lower pressure drop than commercial finned and shell and tube heat exchangers [6, 7, 46] 
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due to high specific surface area, high thermal conductivity matrix and tortuous flow 

paths leading to high interfacial heat transfer coefficients. Boomsma et al. [6] tested 

seven 40 mm long, 40 mm wide and 2 mm high aluminum foam heat exchangers using 

water as the working fluid. For the same set of operating conditions, the open cell foam 

with high specific surface area (2700 m-1) reduced the thermal resistance by half as 

compared to commercial plate and fin heat exchangers. Fend et al. [46] developed and 

tested a novel dense SiC honeycomb compact heat exchanger for gas-gas heat exchange 

at temperatures up to 1223 K. The heat exchanger comprised of 2.17 mm wide and 0.6 

mm thick square channels off-set to form a honeycomb network. Heat exchanger 

effectiveness of up to 0.65 was reported for a thermal duty of 1600 W with a flow rate of 

0.15 mol s-1 of air at a hot side inlet temperature of 900 K and a cold side inlet 

temperature of 298 K. Overall heat transfer coefficients in the range of 30-50 W/m2-K 

were measured for a specific surface area of 995 m-1.  

In the present experimental study, permeability, K, inertial coefficient, F, overall 

heat transfer coefficient, U, effectiveness, ε, and pressure drop, Δp, measurements have 

been made for a counterflow tube-in-tube alumina reticulate porous ceramic (RPC) heat 

exchanger. Along with applications in gas turbines, diesel combustion systems and 

hydrogen production, another potential application of the alumina RPC heat exchanger is 

in solar thermochemical processes. The heat exchanger is used to preheat gas entering the 

reactor by recovering sensible heat from the outlet gas exiting the reactor at temperatures 

up to 1773 K. To analyze the impact of pore blockage and bypass flow, K and F was 

evaluated by measuring the Δp as a function of gas flow rate, �̇�, at ambient conditions. 

The measured values were compared with the estimated values in the absence of pore 
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blockage and bypass flow. The thermal performance of the heat exchanger was quantified 

by measuring U and ε for Reynolds numbers in the range 453≤Re≤659 in the tube and 

216≤Re≤422 in the annulus. Hot side flow through the tube was provided by combusting 

methane in air at 600 K and 1240 K for a fixed flow rate (�̇�ℎ) of 1.7×10-2 mol s-1. The 

cold side flow through the annulus was N2 at 300 K and was varied in the range, 1.8×10-

2≤�̇�𝑐≤2.7×10-2 mol s-1. Thermal resistances were estimated across the tube, annulus and 

wall to better understand the dominant modes of heat transfer in the heat exchanger. To 

illustrate the effect of RPC in enhancing heat transfer, the measured U was compared 

against values predicted if the tubes were empty. A volume goodness factor plot (heat 

transfer per unit volume v/s pumping power per unit volume) was also provided. For the 

same flow rates and inlet temperatures, the volume goodness factor plot can be used to 

directly compare the performances of different heat exchange surfaces like fins, smooth 

tubes, RPCs, etc [54, 55]. The reliability of the heat exchanger at elevated temperatures 

was illustrated by comparing the measured pressure drop attained at steady-state for each 

experiment to the pressure drop predicted using the values of K and F measured at room 

temperature before the start of the experiments. 

4.2 Heat exchanger design and fabrication 

The heat exchanger has a tube-in-tube geometry where concentric alumina tubes 

are filled with alumina RPC as shown in figure 4.1. The outer alumina tube has an i.d. of 

66.6 mm (D3) and an o.d. of 71.2 mm (D4) and the inner alumina tube has an i.d. of 38.1 

mm (D1) and an o.d. of 46 mm (D2). The length of the heat exchanger, L, is 0.4 m. The 

alumina RPC has a nominal porosity (φ) of 0.8 and a nominal pore density of 5 pores per 

inch (ppi). The porosity and pore density of the alumina RPC were selected based on the 
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results obtained by Bala Chandran [42]. Figure 4.2 are images of the end of the fabricated 

heat exchanger. The heat exchanger was fabricated by coating the surfaces of pre-fired 

alumina RPC and the inner tube with alumina slurry and then sintering the assembly at 

1853 K for 2 hrs. In the annulus, closed-cell alumina felt insulation was wrapped around 

the RPC prior to assembly with the outer tube to prevent bypass flow. 

 

Figure 4.1 (a) Cross-section and (b) front-section view of a counterflow tube-in-tube 

alumina RPC filled heat exchanger. The figure is not to scale. 

 

Figure 4.2 Photographic images of the end of the heat exchanger: (a) front view; (b) 

angled view 
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4.3. Experimental Methodology 

4.3.1. Permeability and inertial coefficient 

The schematic of the experimental apparatus used to measure pressure drop is 

shown in figure 4.3. Argon (Ar) at 298 K was passed through the tube and annulus of the 

heat exchanger and exhausted to the atmosphere. The inlets to the tube and annulus were 

connected to the gas delivery system with silicone couplings to avoid leaks. The gas flow 

rate was controlled using mass-flow controllers (±1.4×10-3 mol s-1). The gas flow rates in 

the tube and annulus were varied from 1.4×10-2 to 4.1×10-2 mol s-1, in increments of 

1.7×10-3 mol s-1, which correspond to flow velocities of 0.2 to 0.7 m s-1 in the annulus 

and 0.3 to 0.9 m s-1 in the tube. The pressure drop was measured using a U-tube 

differential manometer with and without the heat exchanger in place (±9.8 Pa). The 

reported pressure drop across the tube, Δ𝑝𝑡, and annulus, Δ𝑝𝑎𝑛, is the measured pressure 

drop across the combined heat exchanger prototype and gas delivery system minus that of 

the gas delivery system.  

 

Figure 4.3 Schematic showing the experimental apparatus used to determine the 

permeability and inertial coefficient of the prototype. MFC = Mass flow controller. 
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The measured pressure drop per unit length was fit to the Darcy-Forchheimer 

model using MATLAB’s curve-fitting toolbox to obtain the effective permeability, Keff, 

and the inertial coefficient, F, 

 Δ𝑝

𝐿
=

𝜇

𝐾𝑒𝑓𝑓
𝑢 + 𝜌𝐹𝑢2 (4.1)  

The effective permeability accounts for the viscous drag due to the internal structure of 

the RPC plus the viscous effects of the tube, 

 
𝐾𝑒𝑓𝑓 = (

1

𝐾
+
1

𝑏
)
−1

 (4.2)  

where, K is the intrinsic permeability of the RPC and b is the channel permeability [56]. 

For steady-state, fully-developed laminar flow through a circular channel,  

 
𝑏 =

𝑑ℎ
2

32
 (4.3)  

The permeability and inertial coefficient in the absence of pore blockage and bypass flow 

are estimated based on the Karman-Cozeny correlation for intrinsic permeability, 

 
𝐾 =

𝜙3

𝑘𝐾�̃�2
 (4.4)  

and the Ergun correlation for inertial coefficient, 

 
𝐹 =

0.3�̃�

𝜙3
 (4.5)  

For open-cell foams, the specific surface area, �̃�, is obtained from a published correlation 

for high porosity (>90%) metal foam [10]. These correlations have been found to agree 

well with experimental results for high porosity (>90%) metal foam [10, 21] and high 
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porosity (80-90%) RPC [22, 57]. The values obtained from eqs (4.4) and (4.5) were also 

found to correlate well with experimental data provided by the manufacturer.  

4.3.2 Thermal performance  

The apparatus to measure the overall heat transfer coefficient, effectiveness and 

pressure drop is shown in figure 4.4. Hot stream inlet temperatures of 600 K and 1240 K 

were reached by combusting methane in air using a Meker burner [58] for air-fuel molar 

ratios of 23.1 and 13.4 and a fixed total flow rate of 1.7×10-2 mol s-1. The air-fuel molar 

ratios were obtained by controlling the methane flow to the burner using a mass flow 

controller (±3.4×10-5 mol s-1). The air flow was provided by a vacuum pump. The Meker 

burner was housed in a 95 mm o.d., 86 mm i.d. mullite tube which served as a 

combustion chamber. The mullite tube was connected to the inner tube of the heat 

exchanger using an alumina based (80% Al2O3, 20% SiO2) rigid insulation plug. From 

the hot outlet, the gas stream containing the methane combustion products was passed 

through a water cooled condenser to remove water vapor and then to a laminar flow 

element, LFE, calibrated to ±1% of the reading. The volumetric flow rate of the dry gas 

through the LFE at STP (T=298K, p=1.013 bar) is  

 
∀̇𝑑𝑟𝑦=

(13.03Δ𝑝𝐿𝐹𝐸
2 + 22.813Δ𝑝𝐿𝐹𝐸 + 0.4296)

𝜇𝑟𝑒𝑙
(
298

𝑇𝐿𝐹𝐸
) (

𝑝𝐿𝐹𝐸
1.013

) 
(4.6)  

where, Δ𝑝𝐿𝐹𝐸 is the pressure drop across the laminar flow element, 𝜇𝑟𝑒𝑙 is the viscosity of 

the dry gas relative to dry air at 293 K and 𝑇𝐿𝐹𝐸 and 𝑝𝐿𝐹𝐸 are the temperature and 

pressure of the gas at the LFE inlet. The viscosity of the dry gas was calculated as a 

molar-weighted average of each species including CO2, CO, O2, N2, H2 and CH4, 
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Figure 4.4 Cross-section of experimental apparatus to measure U, ε and Δp of the 

heat exchanger prototype. Thermocouple locations are shown with grey dots. The 

arrows indicate direction of gas flow. RLGA = Raman Laser Gas Analyzer 

 𝜇𝑑𝑟𝑦 = ∑ 𝑥𝑖𝜇𝑖
𝑑𝑟𝑦 

𝑝𝑟𝑜𝑑𝑢𝑐𝑡𝑠

 
(4.7)  

The molar concentrations of CO2, CO, O2, N2, H2 and CH4 in the outlet stream was found 

by passing a portion of the gas through a Raman Laser Gas Analyzer (±0.02 mol%). The 

remaining gas was vented to a fume hood. The molar flow rate of N2 in the product 

stream is given by, 

 �̇�𝑁2 = 𝑥𝑁2�̇�𝑑𝑟𝑦 (4.8)  

where, the molar flow rate of N2 in the product stream equals the molar flow rate of N2 in 

the reactant stream. Therefore, measuring the mole fraction of N2 in room air, the molar 

flow rate of air in the reactant stream is 

 
�̇�𝑎𝑖𝑟 =

�̇�𝑁2
𝑥𝑁2,𝑎𝑖𝑟

 (4.9)  

and, the total hot stream molar flow rate (CH4+air) is 



39 

 

 �̇�ℎ = �̇�𝑎𝑖𝑟 + �̇�𝐶𝐻4 (4.10)  

The root-sum-square overall uncertainty in the hot stream flow rate is ±3% for 95% 

confidence limit.  

The nitrogen (N2) stream flowing through the annulus was metered using a mass 

flow controller (±0.8% of the reading). After passing through the heat exchanger, the N2 

stream was vented. To avoid gas leaks, the cold inlet and the hot outlet were connected to 

the gas delivery system using silicone couplings shown in black in the figure with 0.25 

in. Swagelok stainless steel tube connectors.  

Chromel-Alumel (Type K, ±0.75% of reading) 14-gage thermocouples were used 

to measure gas temperature at the inlet and outlet of the hot (𝑇ℎ,𝑖, 𝑇ℎ,𝑜) and cold (𝑇𝑐,𝑖, 𝑇𝑐,𝑜) 

streams. Temperatures were measured at ‘n’ equally spaced locations along the 

circumference and then averaged to evaluate 𝑇ℎ,𝑖, 𝑇ℎ,𝑜, 𝑇𝑐,𝑖 and 𝑇𝑐,𝑜. For 𝑇ℎ,𝑜, 𝑇𝑐,𝑖 and 𝑇𝑐,𝑜, 

n=2 and for 𝑇ℎ,𝑖, n=4. At each location, the temperature was sampled at a rate of 1 kHz 

and time-averaged over 5 seconds. The gas temperature was obtained by correcting the 

thermocouple junction temperature to account for conduction along the length of the 

probe and radiation to and from the junction to its surroundings in accordance with the 

procedure outlined by Moffat [59]. The conduction error was found by treating the 

thermocouple as a fin with the tip at the junction temperature and the base at ambient 

temperature. Radiation errors were accounted for using a two-body approach where the 

thermocouple junction is considered to be enclosed by the surrounding walls. Type K 

thermocouples were used to measure wall temperatures at the hot inlet (𝑇𝑤1), the hot 

outlet (𝑇𝑤2), the cold inlet (𝑇𝑤3) and the cold outlet (𝑇𝑤4). At each location, wall 

temperature was measured at two points 180° apart and averaged. Further detail on the 



40 

 

uncertainty analysis and temperature corrections are provided in appendix D. The root-

sum-square overall uncertainty in gas temperature measurement is ±6% for 95% 

confidence limit.  

The pressure drop across the annulus and the tube were measured using 

differential capacitive pressure transducers with a full scale range of 6895 Pa and an 

accuracy of ±34.5 Pa. 

The entire apparatus was insulated using 152 mm thick blanket of alumina-silica 

insulation (k=0.3 W m-1 K-1 at 1273 K). The blanket insulation extends 200 mm axially 

beyond the hot outlet to reduce the axial temperature gradients along the thermocouples.  

Initially, a leak test was performed by flowing N2 at the maximum flow rate of 

2.7×10-2 mol s-1. A liquid leak detector (Snoop solution by Swagelok) was applied at the 

joints to detect leaks. If no leaks were found, the ball valve was opened and the vacuum 

pump was turned on to obtain an air flow rate of 1.7×10-2 mol s-1 through the combustion 

chamber. The N2 flow rate through the annulus was set to 1.8×10-2 mol s-1. The air intake 

valve on the burner was kept fully open and the methane flow to the burner was lit. The 

methane mass flow rate was regulated till 𝑇ℎ,𝑖=600 K. The temperatures, pressures and 

molar concentrations were monitored until they reached steady-state (±1 K over 10 

mins). The N2 flow rate was varied in increments of 3.4×10-3 mol s-1 to measure 

temperature and pressure drop for a range of flow rates in the annulus, 1.8×10-2 to 2.7×10-

2 mol s-1. The methane to air ratio was kept fixed to ensure a constant 𝑇ℎ,𝑖. The 

experiment was repeated for 𝑇ℎ,𝑖=1240 K with all other conditions being the same. The 

experimental conditions are summarized in Table 4.1. 
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Table 4.1 Experimental conditions for heat transfer and pressure drop 

measurements 

1) Parameter Value 

2) Hot stream flow rate (CH4 + air) 1.7×10-2 mol s-1 

3) Cold stream flow rate (N2) 1.8×10-2 – 2.7×10-2 mol s-1 

4) Air to fuel molar ratio 23.1, 13.4 

5) Hot stream inlet temperature 600 K, 1240 K 

6) Cold stream inlet temperature 300 K 

 The effectiveness of the prototype defined in terms of the energy gained by the 

cold stream is 

 

𝜖𝑐 =
�̇�𝑐 (�̅�𝑐(𝑇𝑐,𝑜) − �̅�𝑐(𝑇𝑐,𝑖))

�̇� (�̅�(𝑇ℎ,𝑖) − �̅�(𝑇𝑐,𝑖))|
𝑚𝑖𝑛

 (4.11)  

 

The heat exchanger effectiveness for the hot stream is 

 

𝜖ℎ =
�̇�ℎ (�̅�ℎ(𝑇ℎ,𝑖) − �̅�ℎ(𝑇ℎ,𝑜))

�̇� (�̅�(𝑇ℎ,𝑖) − �̅�(𝑇𝑐,𝑖))|
𝑚𝑖𝑛

 (4.12)  

The root-sum-square overall uncertainty in εc and εh are ±24% and ±4% respectively for 

95% confidence limit. The difference between εc and εh is due to thermal losses to the 

ambient. The most appropriate measure of the heat exchanger is the cold side 

effectiveness. The cold side effectiveness approaches the hot side effectiveness as the R-

value of the insulation is increased. The R-value is the thermal resistance of the 

insulation, 

 
R − value =

�̅�𝑤 − 𝑇∞

�̇�𝑙𝑜𝑠𝑠
 

(4.13)  
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where, the average wall temperature, �̅�𝑤, is the logarithmic mean of 𝑇𝑤4 and 𝑇𝑤2 and 

�̇�𝑙𝑜𝑠𝑠 is calculated using eq (14), 

 �̇�𝑙𝑜𝑠𝑠 = �̇�ℎ𝑐𝑝,ℎ(𝑇ℎ,𝑖 − 𝑇ℎ,𝑜) − �̇�𝑐𝑐𝑝,𝑐(𝑇𝑐,𝑜 − 𝑇𝑐,𝑖) (4.14)  

The number of transfer units is defined as 

 
𝑁𝑇𝑈 =

𝑈𝐴

(�̇�𝑐𝑝)𝑚𝑖𝑛

 (4.15)  

The overall heat transfer coefficient is  

 

𝑈 =
�̇�ℎ (�̅�ℎ(𝑇ℎ,𝑖) − �̅�ℎ(𝑇ℎ,𝑜))

𝐴Δ𝑇𝑙𝑚
 (4.16)  

where, the area for heat transfer, 𝐴, is the inner surface area of the tube and the 

logarithmic mean temperature difference (LMTD), Δ𝑇𝑙𝑚, is  

 
Δ𝑇𝑙𝑚 =

Δ𝑇1 − Δ𝑇2

𝑙𝑜𝑔 (
Δ𝑇1

Δ𝑇2
)

 (4.17)  

and, Δ𝑇1 = 𝑇ℎ,𝑖 − 𝑇𝑐,𝑜, and, Δ𝑇2 = 𝑇ℎ,𝑜 − 𝑇𝑐,𝑖. The overall uncertainty in U is ±18% for 

95% confidence limit.  

The total thermal resistance across the heat exchanger is  

 
𝑅𝑡ℎ,𝑡𝑜𝑡 =

1

𝑈𝐴
= 𝑅𝑡ℎ,𝑡 + 𝑅𝑡ℎ,𝑤 + 𝑅𝑡ℎ,𝑎𝑛 (4.18)  

The thermal resistance across the tube is given by 

 
𝑅𝑡ℎ,𝑡 =

(�̅�𝑤,ℎ − �̅�ℎ)

�̇�ℎ (�̅�ℎ(𝑇ℎ,𝑖) − �̅�ℎ(𝑇ℎ,𝑜))
 (4.19)  
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where, the average wall temperature, �̅�𝑤,ℎ, is the logarithmic mean of 𝑇𝑤1 and 𝑇𝑤2 and the 

average gas temperature, �̅�ℎ, is the logarithmic mean of 𝑇ℎ,𝑖 and 𝑇ℎ,𝑜. Similarly, the 

thermal resistance across the annulus is given by 

 
𝑅𝑡ℎ,𝑎𝑛 =

(�̅�𝑤,𝑐 − �̅�𝑐)

�̇�ℎ (�̅�ℎ(𝑇ℎ,𝑖) − �̅�ℎ(𝑇ℎ,𝑜))
 (4.20)  

where, �̅�𝑤,𝑐 , is the logarithmic mean of 𝑇𝑤3  and 𝑇𝑤4 and the average gas temperature, �̅�𝑐, 

is the logarithmic mean of 𝑇𝑐,𝑖 and 𝑇𝑐,𝑜. The thermal resistance across the inner tube wall 

is given by 

 𝑅𝑡ℎ,𝑤 = 𝑅𝑡ℎ,𝑡𝑜𝑡 − (𝑅𝑡ℎ,𝑡 + 𝑅𝑡ℎ,𝑎𝑛) (4.21)  

𝑅𝑡ℎ,𝑡 and 𝑅𝑡ℎ,𝑎𝑛 are overall resistances and are averaged over the length of the heat 

exchanger. The resistances include the resistances due to convective heat transfer from 

the fluid to the wall, the resistance due to conduction through the solid phase and 

interfacial heat transfer from the solid to the fluid and radiation in the solid phase. 𝑅𝑡ℎ,𝑤 

is the conductive resistance across the wall averaged over the length of the wall. 

The overall heat transfer coefficient of the heat exchanger without RPC is  

 

𝑈 = (
1

ℎ̅𝑡
+
𝐷1log (

𝐷3

𝐷2
)

2𝑘𝑤
+

𝐷1

ℎ̅𝑎𝑛𝐷2
)

−1

 (4.22)  

Here, the average heat transfer coefficient in the tube, ℎ̅𝑡, is given by the Hausen 

correlation [60] for laminar flow in a tube with constant wall heat flux, 

 

ℎ̅𝑡 =
𝑘ℎ
𝐷1
× 4.36

0.036 (
𝑅𝑒𝐷1𝑃𝑟𝐷1

𝐿
)

1 + 0.0011 (
𝑅𝑒𝐷1𝑃𝑟𝐷1

𝐿
)
 (4.23)  
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where, 𝑘ℎ is the thermal conductivity of the hot stream, 𝜇ℎ is the viscosity of the hot 

stream evaluated at �̅�ℎ and 𝜇𝑤 is the viscosity of the hot stream evaluated at �̅�𝑤,ℎ. The 

average heat transfer coefficient in the annulus, ℎ̅𝑎𝑛, is given by 

 
ℎ̅𝑎𝑛 =

𝑘𝑐
𝐷3 − 𝐷2

𝑁𝑢̅̅ ̅̅  (4.24)  

For laminar flow in an annulus with constant wall heat flux, the average Nusselt number, 

𝑁𝑢̅̅ ̅̅  = 6.58 for 
𝐷2

𝐷3
 = 0.5 as published in [60]. 

The pumping power is given by 

 
�̇�𝑝𝑢𝑚𝑝 =

1

𝜂𝑝𝑢𝑚𝑝

γ

γ − 1
�̇�𝑅𝑇𝑖 ((

𝑝𝑜
𝑝𝑖
)

γ−1

γ
− 1) (4.25)  

where, 𝜂𝑝𝑢𝑚𝑝 is the isentropic pumping efficiency, γ is the ratio of the specific heat at 

constant pressure to the specific heat at constant volume for the gas, 𝑅 is the universal 

gas constant, 𝑇𝑖 is the gas inlet temperature to the pump, 𝑝𝑖 is the gas pressure at the 

pump inlet and 𝑝𝑜 is the pressure at the pump outlet, 

 𝑝𝑜 = 𝑝𝑖 + Δ𝑝 (4.26)  

and, Δ𝑝 is the pressure drop across the heat exchanger (tube+annulus) 

4.4 Results and Discussion 

4.4.1 Permeability and inertial coefficient  

 Figure 4.5 is a plot of the measured and predicted pressure drop per unit length, 

Δp/L, as a function of the flow velocity, u (m s-1), for the tube and annulus. The data are 

well correlated on the tube side by 
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Figure 4.5 Measured and predicted pressure drop per unit length across the heat 

exchanger prototype with Ar as the working fluid. 

 2833( 40) 1343( 50)
p

u u
L


     Pa m-1 (4.27)  

and, on the annulus by 

 2518( 100) 1536( 170)
p

u u
L


     Pa m-1 (4.28)  

The uncertainties in the coefficients are reported for 95% confidence limit. The quadratic 

expressions indicate non-Darcy flow. Using eqs (4.1), (4.2) and (4.3), for the fluid 

properties of Ar at 298 K and 1 bar, K = 2.5±0.1 ×10-8 m2 and F = 810±30 m-1 for the 

tube and K = 4.1±0.7 ×10-8 m2 and F = 925±100 m-1 for the annulus. The higher 

permeability in the annulus suggests that some of the flow bypasses the RPC.  

The predicted pressure drop was calculated using eq (4.1) for 80% porous, 5 ppi 

alumina foam. The predicted material permeability and inertial coefficient for the 

prototype are 1.4×10-7 m2 and 555 m-1 respectively. The lower measured permeability is 

attributed to pores in the RPC blocked by the alumina slurry. The measured pressure drop 
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is equivalent to the predicted pressure drop across a RPC with a porosity of 61% in the 

tube and 66% in the annulus.  

4.4.2 Thermal performance 

 Figure 4.6 is a plot of the overall heat transfer coefficient of the heat exchanger 

with and without RPC as a function of �̇�𝑐 at Tc,i=300±3 K, Th,i=600±5 K, and 

Th,i=1240±80 K with �̇�ℎ fixed at 1.7×10-2 mol s-1. The plot illustrates the benefits of RPC 

as a heat transfer surface. For the same set of experimental conditions, filling the tubes 

with RPC increases U by a factor of ~9.5 due to high specific surface area (917 m-1). The 

increase in U with increase in �̇�𝑐 is attributed to increased convective heat transfer in the 

annulus as illustrated in figure 4.7 which shows the variation of thermal resistance across 

the heat exchanger with cold gas flow rate. The plot shows that the heat transfer is limited 

by the resistances in the tube (Rth,t) and annulus (Rth,an) with the wall resistance (Rth,w) an 

order of magnitude lower than Rth,t and Rth,an for the same set of operating conditions. 

Since �̇�ℎ is fixed, Rth,t is constant for a given hot inlet temperature and the decrease in 

Rth,tot  is due to the decrease in Rth,an. Increasing �̇�𝑐 from 1.8×10-2 to 2.7×10-2 mol s-1 

increases Re in the annulus from 265 to 422 at Th,i=1240 K and from 216 to 351 at 

Th,i=600 K. The increase in Re corresponds to a decrease in Rth,an. The higher thermal 

resistances in the tube and annulus at Th,i=600 K illustrate the effect of radiation. At 

�̇�ℎ≈�̇�𝑐, increasing Th,i from 600 to 1240 K decreases Rth,t by 17% and Rth,an by 26.5% 

despite a 62% decrease in the bulk solid phase thermal conductivity of alumina from 17.6 

W m-1 K-1 to 6.7 W m-1 K-1. 
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Figure 4.6 Overall heat transfer coefficient as a function of cold gas molar flow rate. 

The open symbols are for Th,i = 1240 K and the closed symbols are for Th,i = 600 K. 

The uncertainties are reported for a 95% confidence interval. The dashed line is for 

HX without RPC at Th,i = 1240 K and the solid line is for HX without RPC at Th,i = 

600 K. 

 

Figure 4.7 Thermal resistance as a function of cold gas molar flow rate. The open 

symbols are for Th,i = 1240 K and the closed symbols are for Th,i = 600 K.  
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Figure 4.8 shows the variation of the heat exchanger effectiveness with the 

number of transfer units of the prototype. The negative exponential dependence of εh on 

NTU is as expected for a counterflow heat exchanger [60] and can be expressed as 

 
𝜖ℎ =

1 − 𝑒−𝑁𝑇𝑈(1−0.64±0.06)

1 − (0.64 ± 0.06)𝑒−𝑁𝑇𝑈(1−0.64±0.06)
 (5)  

NTU increases as Th,i increases from 600 to 1240 K since the total thermal resistance 

decreases due to radiation as discussed earlier for the same set of flow rates in the tube 

and annulus. 

 

Figure 4.8 Heat exchanger effectiveness as a function of number of heat transfer 

units. The open symbols are for Th,i = 1240 K and the closed symbols are for Th,i = 

600 K.  

The ~20% difference between εh and εc is due to thermal losses through the 

insulation since only a portion of the energy lost by the hot stream is gained by the cold 

stream while the rest is lost through the insulation. Figure 4.9 is a plot of the heat flow 

through the hot and cold streams of the heat exchanger as a function of the cold stream 

flow rate. At T=1240 K, the R-value of the alumina-silica insulation as defined in eq 
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(4.13) used in the experiments is 0.15 m2-K W-1. As the R-value of the insulation 

increases, εc will begin to approach εh. Thermal losses are reduced when the hot inlet 

temperature decreases from 1240 K to 640 K. For �̇�𝑐 = 2.7×10-2 

 

Figure 4.9 Heat flow as a function of cold stream molar flow rate. The open symbols 

indicate experiments run at Th,i = 1240 K and the closed symbols indicate 

experiments run at Th,i = 600 K. 

mol s-1, the ambient losses are reduced from 20% of the heat flow in the hot stream, �̇�ℎ, 

to 8% of �̇�ℎ when reducing Th,i from 1240 K to 600 K. The losses are also reduced when 

�̇�𝑐 increases for a fixed hot side inlet temperature. The reduced losses are due to lower 

axial temperature gradients in the annulus since increasing �̇�𝑐 decreases the cold outlet 

temperature (Tc,o). As an example, at Tc,i=300 K and Th,i=600 K, increasing �̇�𝑐 from 

1.8×10-2  to 2.7×10-2 mol s-1, decreases Tc,o from 505±20 to 454±20 K. The cold outlet 

temperature decreases because the gas flow rate changes at a faster rate than the rate at 

which heat is transferred from the hot to the cold stream.  
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Figure 4.10 is a plot of the pressure drop across the heat exchanger 

(tube+annulus), Δp, as a function of the cold stream flow rate for a fixed hot stream flow 

rate of 1.7×10-2 mol s-1. The predicted values of Δp were calculated using eq (4.1) with 

the values of K and F obtained in section 4.4.1. The predicted values agree to within 13% 

of the measured values. The measured pressure drop values indicate that no significant 

micro-fractures have been formed in the RPC which would lead to increased permeability 

of the RPC and reduced pressure drop, thus, confirming the mechanical reliability of the 

prototype at temperatures up to 1240 K. 

 

Figure 4.10 Pressure drop across the heat exchanger as a function of cold stream 

molar flow rate. The open symbols are for Th,i = 1240 K and the closed symbols are 

for Th,i = 600 K. The solid lines represent the predicted values. 

 The volume goodness factor plot is shown in figure 4.11. The plot shows that at 

600 K and 1240 K, the heat transfer per unit heat exchanger volume (�̇�/𝑉) is relatively 

constant with increase in pumping power per unit heat exchanger volume (�̇�𝑝𝑢𝑚𝑝/𝑉). The 

trends show that over the range of Reynolds numbers tested, for a fixed hot inlet 
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temperature, the effect of fluid convection on heat transfer is not significant enough to 

outweigh the pumping power requirements with increasing flow rates. 

 

Figure 4.11 Volume goodness factor plot showing heat exchanger performance. The 

open symbols are for Th,i = 1240 K and the closed symbols are for Th,i = 600 K.  

4.5 Conclusion 

A counterflow tube-in-tube alumina RPC filled heat exchanger was fabricated and 

tested to measure the permeability and inertial coefficient under ambient conditions and 

the overall heat transfer coefficient, effectiveness and pressure drop at hot inlet 

temperatures of 600 K and 1240 K and cold inlet temperature of 300 K. The hot stream 

flow rate was constant at 1.7×10-2 mol s-1 and cold stream (N2) flow rates varied in the 

range, 1.8×10-2 to 2.7×10-2 mol s-1. Permeability and inertial coefficient measurements 

revealed that the presence of the slurry lead to some pore blockage. A portion of the flow 

was also found to bypass the RPC in the annulus. The heat transfer experiments showed 

that the measured overall heat transfer coefficient for tubes filled with RPC was ~9.5 

times the value predicted when they are empty. A volume goodness factor plot was also 
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provided to enable direct comparison with other heat transfer enhancing media. The heat 

exchanger is highly compact with specific surface area of 917 m-1 and is reliable at 

temperature up to at least 1240 K obtaining overall heat transfer coefficients in the range, 

36 to 41 W m-2 K-1 at 1240 K. Radiation heat transfer is significant at high temperatures 

with the overall heat transfer coefficient increasing by 27% from 29 to 36 W m-2 K-1 

when the hot inlet temperature increases from 600 to 1240 K with all other operating 

conditions being the same. Cold side heat exchanger effectiveness values of up to 0.73 

are obtained at hot stream molar flow rate of 1.7×10-2 mol s-1 and cold stream molar flow 

rate of 2.7×10-2 mol s-1. The effectiveness can be higher still if the R-value of the 

insulation surrounding the heat exchanger is increased. 

4.5 Impact of heat exchanger prototype performance on reactor performance 

4.5.1 Permeability and inertial coefficient 

The increased pressure drop measured across the heat exchanger also increases 

the pressure in the ceria pellet bed in the reactor. The low measured permeability and 

high measured inertial coefficient increases the pressure in the ceria bed by 11.5% 

relative to the design value of 1.28×105 Pa during reduction and by 4.5% relative to the 

design value of 1.06×105 Pa during oxidation. From the thermodynamics of ceria, for 10 

ppm O2 during reduction, the increased pressure is estimated to decrease the equilibrium 

fuel production by 7% relative to the fuel produced with a pressure of 1×105 Pa in the 

ceria bed during oxidation (explained in greater detail in Appendix C). The decrease in 

fuel production highlights the need to reduce the pressure drop by improving the 

manufacturing process and decreasing the pore blockage. 
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4.5.1 Thermal performance 

From the perspective of reactor efficiency, it is imperative to maximize the heat 

gained by the cold stream. The ~25% difference between εc and εh at Th,i=1240 K can be 

mitigated by design of the insulation. At Th,i=1240 K, the R-value of the alumina-silica 

insulation used in the experiments is 0.15 m2-K W-1. For the insulation designed for the 

reactor, the R-value at 1773 K is 1.64, an order of magnitude higher. Therefore, it is 

expected that when integrated with the reactor, the difference between εc and εh for the 

heat exchanger will be significantly reduced as supported by results from Bala 

Chandran’s 2-D model [61]. The model results show that as the R-value increases from 

0.15 to 1.64, for NTU=3.6, εc increases from 0.73 to 0.84. 

The results obtained with the prototype was used to project the performance of the 

full-scale 1.4 m long, 85% porous, 10 ppi Al2O3 RPC filled heat exchanger designed for 

the reactor. At Th,i=1240 K and Tc,i=298 K, over the range of cold stream flow rates 

tested, 1.7×10-2 - 2.7×10-2 mol s-1, the measured overall heat transfer coefficient, 𝑈𝑚, was 

~2.7 times lower than predicted by the 1-D model as shown in figure 4.12. Therefore, 

reducing the 𝑈𝑡 predicted by the 1-D model by a factor of 2.7, the heat exchanger 

effectiveness for the designed full-scale heat exchanger was projected at Th,i=1240 K and 

Tc,i=298 K for the design reduction and oxidation flow rates of 8.5×10-2 mol s-1 and 

2.8×10-2 mol s-1 respectively which were beyond the range of flow rates studied 

experimentally. For reduction, the projected effectiveness was 0.71 and for oxidation, the 

projected effectiveness was 0.88, lower than the target value of 0.9. The discrepancy 

between the projected and target values is attributed to pore blockage, bypass flow and 

thermal losses through the insulation all of which is unaccounted for in the 1-D model. 
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Figure 4.12 Overall heat transfer coefficient of the heat exchanger as a function of 

cold stream molar flow rate. The open symbols are for experiments run at Th,i = 

1240 K. The solid line represents the predicted values from the 1-D model. 
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Chapter 5 

Conclusion 

 A proposed design for a high temperature counterflow tube-in-tube alumina RPC 

filled heat exchanger is presented. The key challenges that are overcome by the design 

include the ability to operate at temperatures up to at least 1240 K and process integration 

with a solar thermochemical reactor.  

 The high temperature heat exchanger is comprised of concentric high purity 

(99.9%), high density alumina tubes. Alumina RPC is bonded to the tubes to significantly 

increase the surface area available for heat transfer. To facilitate integration with the solar 

thermochemical reactor, the radial dimensions of the heat exchanger are constrained to 

the dimensions of the reactive element preceding it. The outer tube has an o.d. of 69.9 

mm and an i.d. of 63.6 mm. The inner tube has an o.d. of 44.4 mm and an i.d. of 38.1 

mm. The fluid flow and heat transfer in the heat exchanger are modeled to optimize the 

foam morphology, namely, porosity and pore density of the RPC and the heat exchanger 

length. The foam morphology is selected based on a volume-averaged solution to the 

non-dimensional continuity, momentum and energy transport equations for fully 

developed flow through a homogenous and isotropic porous media. The continuity and 

momentum equations are solved using a radially discretized finite volume approach as 

outlined by Patankar [43]. The solution to the energy transport equations are based on the 

analytical solutions provided by Lu and Zhao et al. [12, 13]. The analytical approach 

makes a series of simplifying assumptions such as no thermal losses to the ambient and 

no axial conduction along the tube walls. The effects of natural convection and thermal 

dispersion are neglected and radiation heat transfer was modeled using the Rosseland 
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diffusion approximation. Based on the analysis presented, an alumina foam of 85% 

porosity and 10 ppi is found to be the optimal choice as provides a significant 

improvement to heat transfer (U>150 W m-2 K-1) and acceptable pressure drop (<2×104 

Pa m-1). The pressure drop corresponded to an estimated decrease of <5% for the 

equilibrium fuel production relative to the case with no pressure drop. The heat 

exchanger length is selected based on a coupled solution to an energy balance on the 

reactor and a 1-D radially lumped, finite volume model of the heat exchanger. The 

analysis shows that a length of 1.4 m yields the maximum reactor efficiency of 2.8% with 

a heat exchanger effectiveness of ~0.9 during reduction and ~0.94 during oxidation 

corresponding to heat duties of ~3.7 kW during reduction and ~2 kW during oxidation. 

The design flow rate for reduction is 8.5×10-2 mol s-1 and for oxidation is 2.8×10-2 mol s-

1. The results from the simple 1-D model was compared to a more sophisticated 2-D 

axisymmetric finite element model developed by Bala Chandran [42]. The resulting 

values of effectiveness from the two models are within 1% of each other for the same 

input conditions. The difference is attributed to the diffusion approximation of radiation 

and adiabatic boundary conditions present in the 1-D model which are absent in the 2-D 

model.  

 Neither model takes into account the impact of contact resistance at the interface 

between the dense alumina wall and the RPC or the impact of bypass flow. To better 

understand the relative importance of these effects, a shorter 0.4 m long prototype was 

fabricated and tested. To improve the contact resistance between the tube wall and the 

RPC and mitigate bypass flow, the alumina RPC is bonded to the inner alumina tube 

using a brazing technique similar to the one used to bond metal foams to metal tubes. The 
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RPC in the annulus is wrapped with a closed-cell alumina felt prior to assembly with the 

outer tube to attenuate bypass flow. The permeability and inertial coefficient of the 

prototype are evaluated by measuring the pressure drop across the heat exchanger under 

ambient conditions. The measured permeability was found be ~5 times lower than 

predicted by the 1-D model in the inner tube and ~3 times lower than predicted in the 

annulus. The increased permeability in the annulus suggests that some of the flow 

bypasses the RPC. Heat transfer and pressure drop measurements are made at elevated 

hot inlet temperatures of 600 K and 1240 K, a fixed cold inlet temperature of 300 K with 

a fixed hot stream (CH4+air) flow rate of 1.7×10-2 mol s-1 and a range of cold stream (N2) 

flow rates, 1.8×10-2 to 2.7×10-2 mol s-1. Cold side heat exchanger effectiveness of up to 

~0.73 is obtained at Th,i=1240 K and up to ~0.79 at Th,i=600 K for hot stream flow rate of 

1.7×10-2 mol s-1 and cold stream flow rate of 2.7×10-2 mol s-1. Although hot side 

effectiveness of up to 0.9 are obtained, the low R-value of the insulation surrounding the 

prototype significantly reduces the energy gained by the cold stream. However, the 

insulation specified for the reactor has an R-value an order of magnitude higher than the 

prototype insulation. It is expected that the cold side heat exchanger effectiveness will be 

much closer, within 7%, of the hot side values when integrated with the reactor for the 

same set of operating conditions namely inlet temperatures and flow rates [61]. The 

measured values of pressure drop are within 13% of the predicted values which indicate 

that no significant fractures have formed in the RPC which would lead to increased 

permeability and lower pressure drop. Along with the absence of any macroscopic cracks 

or fractures on the visible surfaces of the prototype after 15 hrs of continuous operation 

the agreement between the measured pressure drop and that predicted using the 
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permeability and inertial coefficient measured before the experiment under ambient 

conditions confirm the reliability of the prototype at temperatures up to 1240 K. A 

relation between the measured and predicted overall heat transfer coefficient of the 

prototype was found and used to project the performance of the full scale heat exchanger 

at 1240 K for the design reduction flow rate of 8.5×10-2 mol s-1 and oxidation flow rate of 

2.8×10-2 mol s-1 which were beyond the range of flow rates tested. Heat exchanger 

effectiveness of 0.71 and 0.88 are projected during reduction and oxidation respectively, 

which are lower than the target value of 0.9 due to pore blockage and bypass flow in the 

annulus and thermal losses through the insulation. 

 To truly replicate the conditions in the reactor, further experiments should be 

performed at higher hot and cold stream flow rates representative of the reduction flow 

rates during reactor operation and at thermal duties beyond the present maximum of 450 

W. Finally, efforts should be made to characterize the heat exchanger performance at a 

hot inlet temperature of 1773 K.  
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Appendix A: Effect of varying the radial dimensions of the heat 

exchanger on heat transfer 

 Although the radial dimensions of the heat exchanger (shown in figure A.1) are 

constrained by the dimensions of the reactive element to which it is attached, the impact 

of varying the radial dimensions on the thermal performance was analyzed using thermal 

resistances as the figure of merit. There are two resistances to heat transfer in a porous 

media, the resistance due to diffusion (conduction+radiation) through the solid phase and 

resistance due to convection between the solid and fluid phase. For a given temperature 

range and foam material, varying the radial dimensions of the heat exchanger affects the 

Reynolds number and consequently changes the resistance due to convection.  

 

Figure A.1 Front view of the heat exchanger showing the radial dimensions. 

The total thermal resistance of the heat exchanger, 𝑅𝑡ℎ,𝑡𝑜𝑡, is defined as, 

 
𝑅𝑡ℎ,𝑡𝑜𝑡 =

1

𝑈𝑡𝐴𝑡
 (A.1)  

where, the overall heat transfer coefficient based on the inner surface area of the tube is 

calculated from eq (3.12). The thermal resistance across the inner tube is given by, 
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𝑅𝑡ℎ,𝑡 =

1

ℎ̅𝑡𝐴𝑡
 (A.2)  

and, across the annulus is given by, 

 
𝑅𝑡ℎ,𝑎𝑛 =

1

ℎ̅𝑎𝑛𝐴𝑎𝑛
 (A.3)  

where, the average heat transfer coefficients of the tube, ℎ̅𝑡, and annulus, ℎ̅𝑎𝑛, are 

calculated from eqs (3.13) and (3.15). The thermal resistance across the wall is given by 

an analytical solution, 

 

𝑅𝑡ℎ,𝑤 =
𝑙𝑜𝑔 (

𝑅2

𝑅1
)

2𝜋𝑘𝑠
 (A.4)  

The analysis is performed for 6 sets of inner and outer tube combinations 

available commercially. The radii (R1, R2 and R3) and along the area ratio defined as 

 
𝐴𝑟 =

𝜋(𝑅3
2 − 𝑅2

2)

𝜋𝑅1
2  (A.5)  

for the different combinations are listed in Table A.1. The porosity and pore density are 

fixed at 85% and 10 ppi for the alumina RPC. 

Table A.1 Radii and area ratios for the different tube combinations studied 

Set # R1 R2 R3 Ar 

1 19.1 mm 22.2 mm 25.4 mm  0.4 

2 19.1 mm 22.2 mm 27 mm 0.6 

3 19.1 mm 22.2 mm 28.6 mm 0.9 

4 19.1 mm 22.2 mm 30.2 mm 1.1 

5 19.1 mm 22.2 mm 31.8 mm 1.4 

6 17.5 mm 20.6 mm 31.8 mm 1.9 
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 Figure A.2 is a plot of thermal resistance versus the tube set number. With the 

tube thickness fixed at 6.4 mm for commercial tubes, an increase in Ar results in a 

decrease in R1 and R2 and a decrease in Ar results in a decrease in R3 as shown in Table 

A.1. From the plot, it is evident that the total thermal resistance increases with an increase 

in the area ratio due to a decrease in the Reynolds number in the annulus. Decreasing the 

area ratio from 1.9 to 0.4 from set 6 to set 1 increases the Reynolds number in the annulus 

from 456 to 502. Consequently, the total thermal resistance decreases from 0.06 to 0.03 K 

W-1. Thus, decreasing the area ratio to 0.4 improves the overall heat transfer coefficient 

by 30.7% relative to the base Ar value of 1.4. 

 

Figure A.2 Variation of thermal resistance, 𝑹𝒕𝒉, with tube set number for 85% 

porous, 10 ppi alumina RPC.  
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Appendix B: Factors precluding the use of silicon carbide in the 

counterflow tube-in-tube reticulate porous ceramic heat exchanger 

Figure B.1 shows that the heat transfer performance is improved with an increase 

in the bulk solid conductivity of the RPC. Changing the RPC material from alumina, 

Al2O3 (ks = 30 Wm-1K-1 at room temperature [62]) to silicon carbide, SiC (ks = 187 Wm-

1K-1 at room temperature [63]) would increase the overall heat transfer coefficient of the 

heat exchanger from ~153 Wm-2K-1 to ~337 W m-2K-1, a factor of 2.2. The increase in U 

with ppi also suggests that the heat transfer in SiC foams is dominated by convection as 

an increase in ppi increases the specific surface area available for heat transfer between 

the solid and fluid phases in the media whereas for alumina foams the heat transfer is 

dominated by radiation as discussed in section 3.2.4.1. Moreover, SiC has superior 

mechanical strength and creep resistance at temperatures up to 1773 K [62, 63]. Table 

B.1 shows a comparison of the thermo-mechanical properties of α-sintered Al2O3 and α-

sintered SiC at 1773 K. 

 

Figure B.1 Variation of overall heat transfer coefficient with pore density for 85% 

porous alumina (Al2O3) and silicon carbide (SiC) RPCs. 
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Table B.1 Thermal and mechanical properties of α-sintered Al2O3 and α-sintered 

SiC at 1773K 

 

Property Al2O3 SiC 

Thermal conductivity  6.2 W m-1 K-1 26.3 W m-1 K-1 

Tensile Strength  13 MPa 250 MPa 

Compressive Strength  280 MPa 2700 MPa 

Flexural Strength 130 MPa 446 MPa 

Coefficient of thermal expansion 8.6×10-6 K-1 5.5×10-6 K-1 

 

In summary, the higher thermal conductivity and improved mechanical strength 

makes SiC the better choice of foam material for the heat exchanger. However, the 

integration of an SiC heat exchanger with the solar thermochemical process of splitting 

CO2 and H2O using the redox cycling of ceria poses a few challenges. 

First, the redox cycling of ceria exposes the silicon carbide foam in the heat 

exchanger to oxidizing atmospheres (pure O2 during reduction and H2O or CO2 during 

oxidation) at temperatures up to 1773 K. The oxidation of SiCis categorized either as 

active oxidation, characterized by a mass loss, or passive oxidation, characterized by a 

mass gain. At relatively higher partial pressures of O2 and temperatures (up to 1400 K), 

SiC ‘passively’ oxidizes to silica (SiO2) and carbon monoxide (CO): 

 
𝑆𝑖𝐶(𝑠) +

3

2
𝑂2(𝑔) → 𝑆𝑖𝑂2(𝑠) + 𝐶𝑂(𝑔) (B.1)  

The formation of silica limits further oxidation due to its low oxygen diffusivity and acts 

as a protective sheath over the layer of SiC. At relatively lower partial pressures of O2 
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and higher temperatures (above 1400 K), SiC is rapidly consumed to form silicon 

monoxide (SiO) and CO: 

 𝑆𝑖𝐶(𝑠) + 𝑂2(𝑔) ↔ 𝑆𝑖𝑂(𝑔) + 𝐶𝑂(𝑔) (B.2)  

Wang et al. [64] performed thermodynamic equilibrium calculations and showed 

that for a partial pressure of oxygen of 7.7×10-6 atm, the passive oxidation of SiC, eq 

(B.1), is the dominant reaction up to 1320 K and the active oxidation of SiC, eq (B.2), 

becomes dominant at temperatures above 1420 K. The expected partial pressure of O2 

during the reduction step of the redox cycling of ceria is 10-5-10-6 atm at a temperature of 

1773 K. Thus, it is expected that SiC will ‘actively’ oxidize when subjected to the 

product stream containing pure O2 resulting in a loss of material which will de-stabilize 

the foam structure and create paths for bypass flow. Moreover, Miller [65] found that 

water vapor strongly oxidizes SiC at temperatures above 1673 K for higher partial 

pressures of O2 (0.1 – 1 atm) as is the case during the oxidation step.  

An additional challenge would be the potential joining of the dense alumina tubes 

forming the reactive element, with the silicon carbides tubes forming the heat exchanger, 

since alumina (99.8% purity) tubes must be used in the reactive element section because 

SiC reacts vigorously with ceria at temperatures above 1673K [63]. Lewinsohn [5] 

identified diffusion bonding (sintering) as the most commonly used method of ceramic-

ceramic bonding. However, sintering alumina and silicon carbide together at 

temperatures of ~1900 K is difficult as the coefficient of thermal expansion (CTE) of 

Al2O3 is ~2 times the CTE of SiC. The commonly used method for joining tubes of two 

different materials at room temperature is shrink-fitting. Figure B.2 illustrates the concept 

where two cylindrical parts are assembled by shrinking one part over the other.  
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Figure B.2 Schematic of two cylindrical tubes shrink-fitted with a cylindrical collar. 

A contact pressure, p, arises as a result of the assembly which causes radial and 

tangential stresses to develop at the contact surface. The equations for calculating the 

radial stress, σr, and the tangential stress, σt, are as follows, 

 𝜎𝑟 = −𝑝  (B.3)  

 

 
𝜎𝑖𝑡 = −𝑝(

𝑏2 + 𝑎2

𝑏2 − 𝑎2
) (B.4)  

   

 
𝜎𝑜𝑡 = 𝑝(

𝑐2 + 𝑏2

𝑐2 − 𝑏2
) (B.5)  

where, 𝜎𝑖𝑡 is the tangential stress on the outer surface of the inner cylinder, 𝜎𝑜𝑡 is the 

tangential stress on the inner surface of the outer cylinder, 𝑎 is the inner radius of the 

inner cylinder, 𝑏 is the outer radius of the inner cylinder and inner radius of the outer 

cylinder and 𝑐 is the outer radius of the outer cylinder.  

When the joint is heated up to 1773 K from ambient conditions (298 K), the radii 

of the tubes will increase due to thermal expansion according to the relation, 

 Δ𝑅

𝑅
= 𝛼Δ𝑇 (B.6)  

where, Δ𝑅 is the change in the radial dimension, 𝑅 is the radius at room temperature, 𝛼 is 

the coefficient of thermal expansion and Δ𝑇 is the change in temperature. 
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At 298 K, 𝑎 = 19.1 mm, 𝑏 = 22.2 mm for the alumina tube, and 𝑐 = 24.8 mm for 

the silicon carbide collar. From eq (B.6), using the values of 𝛼from Table B.1, at 1773 K, 

𝑎 = 19.34 mm, 𝑏 = 22.48 mm and 𝑐 = 25 mm. The deformation or interference, 𝛿, is 

given by the difference between the increase in the outer radius of the tube and the 

increase in the inner radius of the collar and is equal to 0.1 mm. The deformation is 

related to the contact pressure by [64], 

 
𝛿 =

𝑏𝑝

𝐸𝑜
(
𝑐2 + 𝑏2

𝑐2 − 𝑏2
+ 𝜇𝑜) +

𝑏𝑝

𝐸𝑖
(
𝑏2 + 𝑎2

𝑏2 − 𝑎2
− 𝜇𝑖) (B.7)  

where, 𝐸𝑜 (=380 GPa at T=1773 K [63]), 𝜇𝑜(=0.156 at T=1773 K [63]) and 𝐸𝑖 (=338 GPa 

at T=1773 K [62]), 𝜇𝑖 (=0.252 at T=1773 K [62]) are the elastic modulus and Poisson’s 

ratio of the SiC collar and Al2O3 tube respectively. Substituting 𝛿= 0.1 mm in eq (B.7) 

and solving for p gives p = 1.06×108 Pa. Thus, from eqs (B.3), (B.4) and (B.5), σr = - 

1.06×108 Pa, σit = - 7.07×108 Pa and σot = 9.56×108 Pa. The mean stress, σm, acting on the 

SiC collar is given by, 

 
𝜎𝑚 = √𝜎𝑜𝑡

2 + 𝜎𝑟
2 (B.8)  

Thus, 𝜎𝑚 = 9.62×108 Pa acting in tension on the SiC collar. From Table B.1, the tensile 

strength of SiC at 1773 K is 2.5×108 Pa, ~4 times lower than the resulting mean stress 

due to the shrink fit joint, which leads to failure. The analysis illustrates the difficulty in 

joining two materials with vastly different CTEs at high temperatures. 

Owing to the factors discussed above, alumina RPC was used in the heat 

exchanger to ensure material uniformity with the reactor cavity section and chemical 

inertness to oxidizing atmospheres. 
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Appendix C: Analyzing the effect of pressure drop across the heat 

exchanger on the equilibrium rates of fuel production in the reactor 

  The equilibrium rate of fuel production is equivalent to the non-stoichiometry 

swing in the ceria obtained between reduction and oxidation. The equilibrium ceria non-

stoichiometry during reduction is obtained from ceria thermodynamic data given by 

Panlener et al [4]. Panlener et al. published equilibrium ceria non-stoichiometry (δ) 

values as a function of the partial pressure of oxygen (𝑃𝑂2) and the ceria temperature (T), 

 Δℎ𝑂2
0 (𝛿) − 𝑇Δ𝑠𝑂2

0 (𝛿) = 𝑅𝑇𝑙𝑛𝑃𝑂2 (C.1)  

 In the present study, the ceria redox cycle operates under isothermally at 1773 K. The 

partial pressure of oxygen during reduction is given by, 

 𝑃𝑂2,𝑟𝑑 = 𝑥𝑂2,𝑟𝑑𝑃𝑡𝑜𝑡 (C.2)  

For a specified composition of sweep gas (𝑥𝑂2,𝑟𝑑), e.g. N2 with 10 ppm O2, the 

equilibrium non-stoichiometry during reduction, δrd, depends on the total pressure in the 

ceria bed, 𝑃𝑡𝑜𝑡, which, in turn, depends on the pressure drop across the heat exchanger 

downstream. The equilibrium ceria non-stoichiometry during oxidation, δox, for CO2 

splitting is a function of the reactor temperature and the equilibrium partial pressure of 

oxygen for CO2 dissociation given by reaction (C.3), 

 
𝐶𝑂2 → 𝐶𝑂 +

1

2
𝑂2 (C.3)  

The equilibrium partial pressure of oxygen during oxidation (𝑃𝑂2,𝑜𝑥) is given by, 

 

𝐾𝑒𝑞 =
𝑥𝐶𝑂𝑥𝑂2,𝑜𝑥

1

2

𝑥𝐶𝑂2
|

𝑒𝑞

 (C.4)  

and,  
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 𝑃𝑂2,𝑜𝑥 = 𝑥𝑂2,𝑜𝑥𝑃𝑡𝑜𝑡 (C.5)  

where, 𝐾𝑒𝑞 is the equilibrium constant for the CO2 dissociation reaction and is a function 

of the reactor temperature. Therefore, as in the case of reduction, for the fixed reactor 

temperature of 1773 K, 𝑃𝑂2,𝑜𝑥 depends on the pressure in the ceria bed and in turn, on the 

pressure drop across the heat exchanger downstream. 

 As an example, the effect of the pressure drop across the heat exchanger on the 

equilibrium fuel production is shown for the design conditions of 𝑃𝑡𝑜𝑡 = 1.28×105 Pa 

during reduction and 1.06×105 Pa during oxidation (as listed in Table 3.4) relative to the 

base case of 𝑃𝑡𝑜𝑡 = 1×105 Pa during both reduction and oxidation. Figure C.1 shows the 

variation of ceria non-stoichiometry with partial pressure of oxygen for reactor 

temperature of 1773 K. From the plot, it can be seen that as 𝑃𝑡𝑜𝑡 increases from 1×105 Pa 

to 1.28×105 Pa during reduction, 𝑃𝑂2,𝑟𝑑 increases from 1.01 Pa to 1.28 Pa and δrd 

decreases from 6.06×10-2 to 5.79×10-2. On the other hand, during oxidation as 𝑃𝑡𝑜𝑡 

increases from 1×105 Pa to 1.06×105 Pa, 𝑃𝑂2,𝑜𝑥 increases from 1.83×102 Pa to 1.9×102 Pa 

and δox decreases marginally from 2.13×10-2 to 2.12×10-2. Therefore, the equilibrium 

swing in non-stoichiometry (δrd - δox) decreases by ~6% relative to the base case of 𝑃𝑡𝑜𝑡 = 

1×105 Pa.  
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Figure C.1 Variation of ceria non-stoichiometry, δ, with partial pressure of oxygen, 

𝐏𝐎𝟐. The open symbols are the baseline values at Ptot = 1×105 Pa and the closed 

symbols are the values at elevated ceria bed pressures of 1.28×105 Pa during 

reduction and 1.06×105 Pa during oxidation. 
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Appendix D: Uncertainty Analysis 

 The uncertainty calculations are performed based on the assumption that the 

measured data follow a normal distribution. All of the uncertainties are reported for a 

95% confidence interval. For a parameter y=f(x1,x2,…,xn), the uncertainty in y, δy, is 

propagated using the root sum square (RSS) method outlined by Kline and McClintock 

[68], 

 

𝛿𝑦 = √(
𝜕𝑦

𝜕𝑥1
𝛿𝑥1)

2

+ (
𝜕𝑦

𝜕𝑥2
𝛿𝑥2)

2

+⋯+ (
𝜕𝑦

𝜕𝑥𝑛
𝛿𝑥𝑛)

2

 (D.1)  

where 𝛿𝑥1, 𝛿𝑥2 and 𝛿𝑥𝑛 are the uncertainties in the measured values of x1, x2 and xn.  

D.1 Uncertainty in temperature measurement 

 The uncertainty in measuring wall temperature is attributed to two sources, the 

systematic uncertainty inherent to the thermocouple (±0.75% of the reading or ±2.2 K, 

whichever is greater) and the uncertainty due to spatial variations. 

 Since multiple thermocouple measurements are made at different spatial points at 

each of the locations of interest, the standard deviation of the spatial temperature 

variation is given by, 

 

𝑆𝑗 = √
1

𝑛 − 1
∑(�̅�𝑗 − �̅�)

2
𝑛

𝑗=1

 (D.2)  

where �̅�𝑗 is the mean steady temperature of each thermocouple, �̅� is the mean temperature 

at the location of interest and 𝑛 is the number of thermocouples at the location. The 

uncertainty in temperature due to spatial variations, 𝛿𝑇𝑠𝑝𝑎𝑡𝑖𝑎𝑙, is given by, 
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𝛿𝑇𝑠𝑝𝑎𝑡𝑖𝑎𝑙 =

𝑡𝑆𝑗

√𝑛
 (D.3)  

where t is the Student’s t-distribution value for n-1 degrees of freedom and 95% 

confidence limits. 

 The total uncertainty in the measured wall temperature is calculated from the RSS 

of the systematic and spatial uncertainties, 

 
𝛿𝑇𝑤 = √𝛿𝑇𝑠𝑦𝑠𝑡𝑒𝑚𝑎𝑡𝑖𝑐

2 + 𝛿𝑇𝑠𝑝𝑎𝑡𝑖𝑎𝑙
2  (D.4)  

 For gas temperature measurement, an additional source of uncertainty is the 

uncertainty in the bias correction due to radiation and conduction. For low velocity, high 

temperature gas measurements using bare junction thermocouples, the thermocouple 

junction temperature, 𝑇𝑗, must be corrected to account for the effects of conduction along 

the length of the thermocouple wire and radiation to and from the junction to its 

surrounding walls. 

 The conduction along the thermocouple can be modeled by treating it as a fin with 

the junction tip at 𝑇𝑗 and the base at room temperature, 𝑇𝑏 [59]. The steady-state 

difference between the gas temperature and the junction temperature due to conduction is 

 
𝑇𝑔 = 𝑇𝑗 +

𝑇𝑗 − 𝑇𝑏

cosh (𝑙√
4ℎ

𝑑𝑘𝑗
)

 
(D.5)  

Here, 𝑙 is the length of the thermocouple, 𝑑 is the wire diameter and ℎ is the convective 

heat transfer coefficient and is evaluated using Scadron and Warshawsky correlation [69], 

 
ℎ𝑐 =

𝑘𝑓

𝑑
1.122(0.085 ± 0.009)𝑅𝑒𝑑

0.674𝑃𝑟0.31100 < 𝑅𝑒𝑑 < 10000 
(D.6)  

for flow parallel to the wires, and, 
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ℎ𝑐 =

𝑘𝑓

𝑑
1.122(0.44 ± 0.06)𝑅𝑒𝑑

0.5𝑃𝑟0.31100 < 𝑅𝑒𝑑 < 10000 
(D.7)  

for flow normal to the wires. Here, the thermocouples measuring 𝑇ℎ,𝑜 and 𝑇𝑐,𝑖 are parallel 

to the flow whilst the thermocouples measuring 𝑇ℎ,𝑖 and 𝑇𝑐,𝑜 are in cross-flow. 

Conduction along the wire is more significant for wires in parallel flow due to a lower ℎ𝑐. 

The thermocouples at the hot outlet are therefore well insulated to reduce their axial 

temperature gradients. 

 The radiation to and from the junctions can be modeled using a simplified two-

body problem approach where the junction is considered to be very small and is 

completely surrounded by the walls [59]. The steady-state temperature difference 

between 𝑇𝑔 and 𝑇𝑗 due to radiation is 

 
𝑇𝑔 = 𝑇𝑗 +

𝜎𝜖𝑗(𝑇𝑗
4 − 𝑇𝑤

4)

ℎ𝑐
 

(D.8)  

The wall temperature is measured at two locations 180° apart at the same axial location 

as the junction measuring 𝑇𝑔 as described in section 4.3.2. No correction is made to 

account for radiation to and from the junction measuring 𝑇𝑤 since the circumferential 

variation in 𝑇𝑤 is within ±5 K in the vicinity of the junction.  

 For the hot outlet, 𝑇ℎ,𝑜, the conduction error dominates and eq (D.5) is used to 

calculate the corrected gas temperature, 𝑇𝑔,𝑐𝑜𝑟𝑟, from the mean of the measured junction 

temperatures. For all other inlet and outlet temperatures, 𝑇ℎ,𝑖, 𝑇𝑐,𝑜 and 𝑇𝑐,𝑖, the error due 

to radiation dominates and the corrected gas temperature is obtained from eq (D.8). 

Assuming zero uncertainty in the wire diameter and thermal conductivity of the 

junction, the uncertainty in the reported gas temperature is given by, 
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𝛿𝑇𝑔,𝑐𝑜𝑟𝑟 = √𝛿𝑇𝑤
2 + 𝛿ℎ𝑐

2 + (
𝜎𝜖𝑗(𝑇𝑗

4 − 𝑇𝑤
4)

ℎ𝑐
𝛿𝜖𝑗)

2

 (D.5)  

Assuming zero uncertainty in the fluid thermal conductivity and the wire diameter, the 

uncertainty in the convective heat transfer coefficient, 𝛿ℎ𝑐, is purely dependent on the 

uncertainty in the correlations given in eqs (D.6) and (D.7). The emissivity of the 

junction is taken to be 0.55±0.05 [59]. The total uncertainty in measuring gas temperature 

is given by, 

 
𝛿𝑇𝑔 = √𝛿𝑇𝑠𝑦𝑠𝑡𝑒𝑚𝑎𝑡𝑖𝑐

2 + 𝛿𝑇𝑠𝑝𝑎𝑡𝑖𝑎𝑙
2 + 𝛿𝑇𝑔,𝑐𝑜𝑟𝑟

2  (D.6)  

The overall uncertainty in 𝑇𝑔,𝑐𝑜𝑟𝑟 is ±6% with the uncertainty in 𝜖𝑗 and 𝑇𝑤 being the 

dominant sources. 

D.2 Uncertainty in hot stream flow rate measurement 

 From eq (4.6) the uncertainty in the dry hot stream flow rate measured by the LFE 

is given by, 

 

𝛿�̇�𝑑𝑟𝑦 = √(
𝜇𝑎𝑖𝑟
𝜇𝑑𝑟𝑦

𝛿�̇�𝐿𝐹𝐸)

2

+ (
𝜇𝑎𝑖𝑟

𝜇𝑑𝑟𝑦
2 �̇�𝐿𝐹𝐸𝛿𝜇𝑑𝑟𝑦)

2

 (D.7)  

Here,the uncertainty in 𝜇𝑎𝑖𝑟 is assumed to be zero. The uncertainty in the flow rate 

measured by the LFE, 𝛿�̇�𝐿𝐹𝐸, is ±1% and the uncertainty in the viscosity of the dry 

stream, 𝛿𝜇𝑑𝑟𝑦, with reference to eq (4.7), is given by, 

 
𝛿𝜇𝑑𝑟𝑦 =

√
∑ 𝜇𝑖𝛿𝑥𝑖

2

𝑑𝑟𝑦
𝑝𝑟𝑜𝑑𝑢𝑐𝑡𝑠

 
(D.8)  
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Here, the uncertainty in 𝜇𝑖 is neglected. The uncertainty in the mole fraction of species 

‘i’, 𝛿𝑥𝑖, measured by the RLGA, is ±0.02%.Referring to eq (4.8), the uncertainty in the 

nitrogen flow rate in the dry stream, 𝛿�̇�𝑁2, is given by, 

 
𝛿�̇�𝑁2 = √𝛿𝑥𝑁2

2 + 𝛿�̇�𝑑𝑟𝑦
2  (D.9)  

where the uncertainty in the N2 mole fraction, 𝛿𝑥𝑁2, measured by the RLGA is ±0.02 

mol% and the uncertainty in the dry stream flow rate measured by the LFE is calculated 

using eq (D.7). Referring to eq (4.9), 

 

𝛿�̇�𝑎𝑖𝑟 = √(
𝛿�̇�𝑁2
𝑥𝑁2,𝑎𝑖𝑟

)

2

+ (
�̇�𝑁2𝛿𝑥𝑁2,𝑎𝑖𝑟
𝑥𝑁2,𝑎𝑖𝑟
2 )

2

 (D.10)  

where the uncertainty in the N2 mole fraction in room air, measured by the RLGA is 

±0.02%  and the uncertainty in the N2 flow rate is calculated using eq (D.9). Finally, with 

reference to eq (4.10), the uncertainty in the total hot stream flow rate is given by, 

 
𝛿�̇�ℎ = √(𝛿�̇�𝐶𝐻4)

2
+ (𝛿�̇�𝑎𝑖𝑟)

2 (D.11)  

The uncertainty in �̇�ℎ is dominated by the uncertainty in �̇�𝑎𝑖𝑟. 

D.3 Uncertainty in permeability and inertial coefficient of foam measurement 

 The quadratic curve fitted to the pressure drop data is of the form, 

 Δ𝑝

𝐿
= 𝑎𝑢 + 𝑏𝑢2 (D.12)  

It is assumed that the uncertainty of the curve fit is the only uncertainty associated with 

the coefficients, a and b, and the actual measurement uncertainty of the pressure drop per 

unit length and the flow rate is nullified due to the large number of data points in the 

curve fit. Referring to eq (4.1), the uncertainty in the permeability is given by, 
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𝛿𝐾 = √(
𝜇

𝑎2
𝛿𝑎)

2

 (D.13)  

and the uncertainty in the inertial coefficient is given by, 

 

𝛿𝐹 = √(
𝛿𝑏

𝜌
)
2

 (D.14)  

The uncertainty in K is ±4% for the inner tube and±17% for the annulus. The uncertainty 

in F is ±4% for the inner tube and ±11% for the annulus. 

D.4 Uncertainty in performance metrics 

 With reference to eq (4.11), the uncertainty in the cold side effectiveness, 𝛿𝜖𝑐, is 

given by, 

 

𝛿𝜖𝑐 = 𝜖𝑐

√
  
  
  
  
  

(
𝛿�̇�𝑐
�̇�𝑐

)
2

+ (
𝛿�̇�𝑚𝑖𝑛
�̇�𝑚𝑖𝑛

)
2

+ (
𝛿𝑇𝑐,𝑜

𝑇𝑐,𝑜 − 𝑇𝑐,𝑖
)

2

+ (
𝛿𝑇ℎ,𝑖

𝑇ℎ,𝑖 − 𝑇𝑐,𝑖
)

2

+(
1

𝑇ℎ,𝑖 − 𝑇𝑐,𝑖
−

1

𝑇𝑐,𝑜 − 𝑇𝑐,𝑖
)

2

𝛿𝑇𝑐,𝑖
2

 

(D.15)  

where, the uncertainty in the cold stream flow rate, 𝛿�̇�𝑐, is ±0.8% of the reading and the 

uncertainties in 𝑇𝑐,𝑜, 𝑇𝑐,𝑖 and 𝑇ℎ,𝑖 are calculated from eq (D.6). The uncertainty in the 

specific heat of the gas is assumed to be zero. The uncertainties in 𝑇ℎ,𝑖 and 𝑇𝑐,𝑜 are the 

major contributors to the uncertainty in 𝜖. Referring to eq (4.12), the uncertainty in the 

hot side effectiveness, 𝛿𝜖ℎ, is given by, 

 

𝛿𝜖ℎ = 𝜖ℎ

√
  
  
  
  
  

(
𝛿�̇�ℎ
�̇�ℎ

)
2

+ (
𝛿�̇�𝑚𝑖𝑛
�̇�𝑚𝑖𝑛

)
2

+ (
𝛿𝑇ℎ,𝑜

𝑇ℎ,𝑖 − 𝑇ℎ,𝑜
)

2

+ (
𝛿𝑇𝑐,𝑖

𝑇ℎ,𝑖 − 𝑇𝑐,𝑖
)

2

+(
1

𝑇ℎ,𝑖 − 𝑇ℎ,𝑜
−

1

𝑇ℎ,𝑖 − 𝑇𝑐,𝑖
)

2

𝛿𝑇ℎ,𝑖
2

 

(D.16)  
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where, the uncertainty in the hot stream flow rate, 𝛿�̇�ℎ, is calculated from eq (D.11) and 

the uncertainties in 𝑇ℎ,𝑖, 𝑇ℎ,𝑜 and 𝑇𝑐,𝑖 are calculated from eq (D.6). The uncertainty in the 

specific heat of the gas is assumed to be zero. The uncertainties in �̇�ℎ and 𝑇ℎ,𝑖 are the 

major contributors to the uncertainty in 𝜖ℎ. 

 From eq (4.15), the uncertainty in NTU, 𝛿𝑁𝑇𝑈, is given by, 

 

𝛿𝑁𝑇𝑈 = 𝑁𝑇𝑈√(
𝛿�̇�ℎ
�̇�ℎ

)
2

+ (
𝛿𝑈𝑡
𝑈𝑡

)
2

 

(D.17)  

where, the uncertainty in the hot stream flow rate, 𝛿�̇�ℎ, is calculated from eq (D.11) and 

the uncertainty in the overall heat transfer coefficient, 𝑈, is given by, 

𝛿𝑈 = 𝑈√(
𝛿�̇�ℎ
�̇�ℎ

)
2

+ (
𝛿𝑇ℎ,𝑖

𝑇ℎ,𝑖 − 𝑇ℎ,𝑜
)

2

+ (
𝛿𝑇ℎ,𝑜

𝑇ℎ,𝑖 − 𝑇ℎ,𝑜
)

2

+ (
𝛿Δ𝑇𝑙𝑚
Δ𝑇𝑙𝑚

)
2

 

(D.18)  

With reference to eq (4.17), the uncertainty in the log mean temperature difference, 

𝛿Δ𝑇𝑙𝑚, is given by, 

𝛿Δ𝑇𝑙𝑚

= √(
(log (

Δ𝑇1

Δ𝑇2
) −

(Δ𝑇1−Δ𝑇2)

Δ𝑇1
)

log (
Δ𝑇1

Δ𝑇2
)
2 𝛿Δ𝑇1)

2

+(
(−log(

Δ𝑇1

Δ𝑇2
) +

(Δ𝑇1−Δ𝑇2)

Δ𝑇2
)

log (
Δ𝑇1

Δ𝑇2
)
2 𝛿Δ𝑇2)

2

 

(D.19)  

where,  Δ𝑇1 = 𝑇ℎ,𝑖 − 𝑇𝑐,𝑜, and, Δ𝑇2 = 𝑇ℎ,𝑜 − 𝑇𝑐,𝑖. The uncertainty in Δ𝑇𝑙𝑚, 𝑈𝑡 and NTU 

are dominated by the uncertainties in �̇�ℎ and 𝑇ℎ,𝑖. 

 


